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Abstract

An interpolation theorem of Donoghue is extended to interpolation of tensor
products. The result is related to Koranyi's work on monotone matrix functions
of several variables.
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Recall the definition of an interpolation function (of one variable). Uet
M, (C) := L(¢y) be a positive definite matrix. A real functigndefined on
o(A) is said to belong to the clags, of interpolation functions with respect to
Aif

(1.1) TeM,(C), T"T <1, TrAT<A
imply
(1.2) T*h(A)T < h(A).

(Here A < B means thatB — A is positive semidefinite). By Donoghue’s
theorem (cf. {}, Theorem 1], see alsa,[Theorem 7.1]), the functions ifi, are
precisely those representable in the form

(1+¢)A
o] LA

(1.3) h()) = /[0 dp(t), A€ a(A),

for some positive Radon measyren the compactified half-lin@, oc]. Thus,
by Léwner’s theorem (seec] or [2]), C4 is precisely the set of restrictions
to o(A) of the positivematrix monotonégunctions onR,, in the sense that
A, B € M,(C) positive definite andd < B imply h(A) < h(B). Before we
proceed, it is important to note that

(1.4) heC, implies hz e Oy
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because the functioh — A2 is matrix monotone and the class of matrix mono-

tone functions is a semi-group under composition.

Given two positive definite matrice$; € M, (C), define the clas§'4, 4, of
interpolation functions with respect td,, A, as the set of functions defined
ono(A;) x o(Ay) having the following property:

(1.5) T, e M,,,(C) T:T;, <1 T/AT, <A, i=1,2
imply
(1.6) (Ty @ Ty)"h(Ay, A2)(T1 @ Ty) < h(Ay, Ag).

(Here (cf. B])

h(A;, Ay) = >

()\1,A2)EO'(A1)><O'(A2)

h()\l, )\g)E)\l & F/\Q,

whereF, F are the spectral resolutions df, A,).
Note that ifh = h; ® hy is an elementary tensor whehg € Cj4,, then
h € Cy,,a,, because therl(5) yields

(Th @ Ta)"h(Ay, A2)(Th @ Tz) = (TT (A1) Th) @ (T3 ha(A2)13)
< hi(Ar) ® ha(Ag) = h(A1, Az),

i.e. (1.6) holds. Since byX.3) each function

(1+t)A
1+t
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is in C4 for any A, and since the clasSy, 4, is a convex cone, closed under
pointwise convergence, it follows that functions of the type

(T+1t)A (L +12)A
1.7 (A, Ag) = dp(ty,t
( ) ( 15 2) 4700}2 L+t 1+t P( 1, 2)7

wherep is a positive Radon measure [fnoo)? are inCy, 4, forall A;, A,. We
have thus proved the easy part of our main theorem:

Theorem 1.1. Let h be a real function defined om(A;) x o(A,). Thenh €
Ca, 4, iff h is representable in the forni(7) for some positive Radon measure
p-

It remains to prove=-". Let us make some preliminary observations:

() ([2, Lemma 2.2]) The clas€'y, 4, is unitarily invariantin the sense that
if A; and A, are unitarily equivalent tol; and A/, respectively, ther €
Ca,,a, impliesh € Cy ;. (INdeed,

h(U; A Uy, Uy AsUs) = (Uy @ Us)*h( Ay, Ay) (U @ Us)
for all unitariestU;, Us).

(i) ([2, Lemma 2.1]) The clasS, 4, respects compressions to invariant sub-
spacesn the sense that if € C4, 4, and A}, A} are compressions of;,
A respectively to invariant subspaces, thea C'4; 4, . (Indeed,

(E® F)h(A1, A)(E® F) = (E® F)h(EAE, FA,F)(E ® F)

whenevelF, F' are orthogonal projections commuting with, A, respec-
tively).
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(iii) If X3 is any (fixed) eigenvalue ofl, and the functiorh,; : 0(4;) — Ris
defined byhy; (A1) = h(A1, A3), then

h(Ab/\;F)\;) - Z h()\l,)\;)(E)\l ®F)\§)
/\1€0‘(A1)

=| > hy)E | @ Fy

A1€o(Ar)
= h)é(Al) X F)\s
(iv) By symmetry, of course (with fixedl] in o(A;) andhy: (A2) = h(A], A2)),
h()\TE)\T, Ag) — E/\*lf ® h)q (AQ)
Lemma 1.2. Leth € Cy, 4, and letA;, X} be fixed eigenvalues of; and A
1 1
respectively. Thens. € Ca, andhj, € Cy,.
Proof. By symmetry of the problem, it suffices to prove the statement about
hiz. If h € Cy, 4,, then by (iii),
h(Al, /\ZF)G) = h)g(Al) & F)\;

Let f5 be afixed non-zero vector in the rangeff and putc = (Fy; f5, f5) >

0. PutTy = F); and letT; be any matrix fulfillingZ;7; < 1and7} A7) < Ay,

then plainlyTy, T satisfy condition {.5). Thus, sincei € Cy, \sr,., We get
2
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from (1.6)

(Ty @ To)"h(AL, Mo Fay (T @ T2) (1 @ f35), f1 @ f5)
— (WAL (1 f3), L @ f5)
= c((TThag (AT f1, i) — (g (A1) f1, f1)) <0, fr € My, (C).
This yieldsT  hys (A1) T < hay (A1), Th € M, (C), i.e. hys € Cy,. In view of
(1.4, h}, € Ca,. 0

Let i be a fixed function in the class,, 4,. Replacing the matriced,, A,

by ¢ Ay, c3 A, for suitable constants, c; > 0, we can assume without loss of

generality that
(18) (1, 1) S O'(Al) X O'(AQ).

Define C' to be theC*-algebra of continuous functiori8, co] — C with the
supremum norm, and denote (for fixédE R ;) by e, the function

Let two finite-dimensional subspacesg V; be defined by

eC, tel0,00].

Vi =span{ey, : s € 0(4)} C C, 1=1,2.

Then (L.8) yields that the unitt = e;(¢) € C belongs tol; N V;. For fixed
AP € o0(A;), define two linear functionals

¢/\;3V2—>C, ¢/\§1V1—>C
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by

| D amen | = Y arshas (Ao)?,

/\260’(142) Ao€a(A2)
and

(3% Z axex | = Z CL,\lhA;()q)%

A€o(Ar) A €o(Ar)

respectively. We then have the following lemma:

Lemma 1.3. The functionalgbx{ is positive onV; in the sense that it € 15
satisfiesu(t) > 0 for all t > 0, theng,:(u) > 0. Similarly, ¢,; is a positive
functional onV/;.

Proof of Lemmad..3. This follows from Lemmal.2and Lemma 7.1 of]. [
Proof of Theoreni.1. Consider now the bilinear form

¢:VixVa—C
defined by

(19) ¢ Z VISR Z Ax,€N,

/\1€J(A1) )\QEU(AQ)

= > oxi | Do anen o | D anven

(/\I,)\S)EO’(A1)><O’(A2) )\QEU(AQ) /\160’(141)

Interpolation Functions of
Several Matrix Variables

Y. Ameur

Title Page
Contents
44 44
< | 2
Go Back
Close
Quit
Page 8 of 13

J. Ineq. Pure and Appl. Math. 4(5) Art. 88, 2003
http://jipam.vu.edu.au


http://jipam.vu.edu.au/
mailto:yacin@math.uu.se
http://jipam.vu.edu.au/

By Lemmal.3 ¢ is positiveonV; x V5 in the sense that; € V;, u; > 0 implies
o(u1,us) > 0. Hence (since th&]’s contain the functior),

(1.10)  [[¢ll = sup{[@(ur, u2)| : w; € Vi, [Juifloo < 1,0 =1,2} = (1, 1).
Now ¢ lifts to a linear functional
¢: V1@V, — C,
which is positive on/; ® V5, because
191l = o] = &(1,1) = o(1).

The Hahn—Banach theorem yields an extengianC' ® C' = C([0, oc]?) — C
of ¢ of the same norm. Thus the positivity ofyields

2] = [lo]l = ¢(1) = (1),

i.e. @ is a positive functional o' ([0, oc]?). Hence, the Riesz representation
theorem provides us with a positive Radon meagura [0, oc]? such that

(1.11) @(u):/[o . u(ty, ta)dp(ty, ta), u € C(]0,00)?).

A simple rewriting yields thatX.9) equals

1 oy L
> axashNL )+ Y ananh(A, Ae)2h(A, A))?
(AT,A3)€0(A1)xo(A2) (A1, A2)#(A1,23)
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Inserting the latter expression intb.{1) yields

h(AL, A3) = @(A1, A7)
= <I)(e,\>1k X 6)\5)

_/ (1 +t)A] (L +t2)AS
[0,00]2

dp(ty. 1),
T+ 0N 14t Pl t2)

Since)}, A} are arbitrary, the theorem is proved. H
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Consider the class of functions which ane@notoneaccording to the definition
of Koranyi [8] 1, A; < A} andA, < A, imply

(2.1) h(AY, AY) — h(A], Ag) — h(Ay, Ay) — h(Ay, Ag) > 0.
The functions (140
+
Tu(A) = 1+ tA

are monotone of one variable < ¢ < co), whence withi,,, = hy, ® hy, (cf.
[8, p. 544]),

ht1t2 (A/D AIQ) - ht1t2 (Allv AQ) - ht1t2 (Ab A/Q) - ht1t2 (Alv AQ)
= (htl (All) - htl (Al)) ® (ht2 (Al2> - th (AQ)) > 07

i.e. h ¢, IS Monotone. Since the class of monotone functions of two variables
is closed under pointwise convergence, the latter inequality can be integrated,
which yields that all functions of the forni(7) are monotone. Hence we have
proved the easy half of the following theorem of A. Koranyi, ¢f, Theorem

4], cf. also P].

Theorem 2.1.Let h be a positive function ofRZ. Assume thata) the first
partial derivatives and the mixed second partial derivatives ekist and are
continuous. Thenh is monotone iff: is representable in the forni.(7) for some
positive Radon measugeon [0, co]?.

1A different definition of monotonicity of several matrix variables was recently given by
Frank Hansen in7.

Interpolation Functions of
Several Matrix Variables

Y. Ameur

Title Page

Contents
44 44
< | 2
Go Back
Close
Quit
Page 11 of 13

J. Ineq. Pure and Appl. Math. 4(5) Art. 88, 2003
http://jipam.vu.edu.au


http://jipam.vu.edu.au/
mailto:yacin@math.uu.se
http://jipam.vu.edu.au/

Remark 2.1. According to Koranyi the differentiability conditiofa) was im-
posed “in order to avoid lengthy computations which are of no interest for the
main course of our investigation” {J, bottom of p. 541]).

Let us denote a functioh defined onR? aninterpolation functionif 7 €
Cy, .4, for any positive matrices!,, A,. Theoreml.1and Theoren?.1 then
yield the following corollary, which nicely generalizes the one-variable case.

Corollary 2.2. The set of interpolation functions coincides with the set of mono-
tone functions satisfying:).
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