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#### Abstract

In this paper we give conditions which assure the coercive solvability of an abstract differential equation of elliptic type with an operator in the boundary conditions, and the completeness of generalized eigenfunctions. We apply the abstract result to show that a non regular boundary value problem for a second order partial differential equation of an elliptic type in a cylindrical domain is coercive solvable.
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## 1. Introduction

Many works are devoted to the study of hyperbolic or parabolic abstract equations [16, 18, 9]. In [16, 20] regular boundary value problems for elliptic abstract equations are considered. A few works are concerned with non regular problems.

In this paper we establish conditions guaranteeing that non local boundary value problem for elliptic abstract differential equation of the second order in an interval is coercive solvable in the Hilbert space $L_{2}(0,1 ; H)$. A coercive estimates, when the problem is regular, was proved in [1, 3]. The considered problem is not regular, since the boundary conditions are non local, similar problems have been considered in [4, 5, 7, 22]. Moreover, we prove the completeness of root functions. The completeness of root functions for regular boundary value problems are proved in [1, 6, 10, 14] and in the book [22].

The obtained results are then applied to study a non local boundary value problem for the Laplace equation in a cylinder.
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## 2. Notations and Definitions

Let $H$ be a Hilbert space, $A$ a linear closed operator in $H$ and $D(A)$ its domain. We denote by $L(H)$ the space of bounded linear operators acting on $H$, with the usual operator norm, and by $L_{p}(0,1 ; H)$ the space of strongly measurable functions $x \rightarrow u(x):[0,1] \rightarrow H$, whose $p^{t h}$-power are summable, with the norm

$$
\|u\|_{0, p}^{p}=\|u\|_{L_{p}(0,1 ; H)}^{p}=\int_{0}^{1}\|u(x)\|_{H}^{p} d x<\infty, \quad p \in[1, \infty] .
$$

Now, introduce the $L_{p}(0,1 ; H)$ vector-valued Sobolev spaces $W_{p}^{2}\left(0,1 ; H_{1}, H\right)$, where $H_{1}, H$ are Hilbert spaces such that $H_{1} \subset H$ with continuous embedding

$$
W_{p}^{2}\left(0,1 ; H_{1}, H\right)=\left\{u: u^{\prime \prime} \in L_{p}(0,1 ; H) \text { and } u \in L_{p}\left(0,1 ; H_{1}\right)\right\}
$$

and

$$
\|u\|_{W_{p}^{2}\left(0,1 ; H_{1}, H\right)}=\|u\|_{L_{p}\left(0,1 ; H_{1}\right)}+\left\|u^{\prime \prime}\right\|_{L_{p}(0,1 ; H)}<\infty
$$

Let $E_{0}, E_{1}$ be two Banach spaces, which are continuously injected in the Banach space $E$, the pair $\left\{E_{0}, E_{1}\right\}$ is said to be an interpolation couple. Consider the Banach space

$$
\begin{gathered}
E_{0}+E_{1}=\left\{u: u \in E, \exists u_{j} \in E_{j}, j=0,1, \text { with } u=u_{0}+u_{1}\right\}, \\
\|u\|_{E_{0}+E_{1}}=\inf _{u=u_{0}+u_{1} ; u_{j} \in E_{j}}\left(\left\|u_{0}\right\|_{E_{0}}+\left\|u_{1}\right\|_{E_{1}}\right)
\end{gathered}
$$

and the functional

$$
K(t, u)=\inf _{u=u_{0}+u_{1} ; u_{j} \in E_{j}}\left(\left\|u_{0}\right\|_{E_{0}}+t\left\|u_{1}\right\|_{E_{1}}\right) .
$$

The interpolation space for the couple $\left\{E_{0}, E_{1}\right\}$ is defined, by the $K$-method, as follows

$$
\left(E_{0}, E_{1}\right)_{\theta, p}=\left\{u: u \in E_{0}+E_{1},\|u\|_{\theta, p}=\left(\int_{0}^{\infty} t^{-1-\theta p} K^{p}(t, u) d t\right)^{\frac{1}{p}}<\infty\right\}
$$

$0<\theta<1,1 \leq p \leq \infty$.

$$
\left(E_{0}, E_{1}\right)_{\theta, \infty}=\left\{u: u \in E_{0}+E_{1},\|u\|_{\theta, \infty}=\sup _{t \in(0, \infty)} t^{-\theta} K(t, u) d t<\infty\right\}
$$

$0<\theta<1$. Let $A$ be a closed operator in $H . H(A)$ is the domain of $A$ provided with the Hilbertian graph norm

$$
\|u\|_{H(A)}^{2}=\|A u\|^{2}+\|u\|^{2}, u \in D(A)
$$

If $-A$ is the infinitesimal generator of the semigroup $\exp (-x A)$ which is analytic for $x>0$, decreasing at infinity and strongly continuous for $x \geq 0$, then the following holds [19, p. 96]:

$$
\left(H, H\left(A^{n}\right)\right)_{\theta, p}=\left\{u: u \in H,\|u\|_{\theta, p}^{p}<\infty\right\}
$$

where

$$
\|u\|_{\theta, p}^{p}=\int_{0}^{\infty} t^{-n(1-\theta) p-1}\left\|A^{n} \exp (-t A) u\right\|^{p} d t+\|u\|^{p}
$$

$0<\theta<1, n \in \mathbb{N}, 1 \leq p<\infty$ and $\|u\|_{\theta, p}$ its norm.
Let $H$ and $H_{1}$ be Hilbert spaces such that the imbedding $H_{1} \subset H$ is continuous and $\overline{H_{1}}=H$. Then $\left(H, H_{1}\right)_{\theta, 2}$, is a Hilbert space, we denote it by $\left(H, H_{1}\right)_{\theta}$. It is known that $\left(H, H_{1}\right)_{\theta}=$ $H\left(S^{\theta}\right)$, where $S$ is a self-adjoint positive-definite operator in $H$ [17].

Let $F f(\sigma)=(2 \pi)^{-\frac{1}{2}} \int_{-\infty}^{+\infty} \exp (i \sigma x) f(x) d x$ be the Fourier transform of the function $f$.

Lemma 2.1. [22, p. 300] Let A be a self adjoint and positive definite operator in $H$. Then
(1) $\exists \omega>0,\left\|A^{\alpha} \exp \left[-x(A+\lambda I)^{\frac{1}{2}}\right]\right\| \leq C \exp \left[-\omega x|\lambda|^{\frac{1}{2}}\right]$ for all $\alpha \in \mathbb{R}, x \geq x_{0}>0$, $|\arg \lambda| \leq \varphi<\pi$, where $C$ does not depend on $x$ and $\lambda$.
(2) $\int_{0}^{1}\left\|(A+\lambda I)^{\alpha} \exp \left[-x(A+\lambda I)^{\frac{1}{2}}\right] u\right\| \leq C\left(\left\|A^{\alpha-\frac{1}{4}} u\right\|^{2}+|\lambda|^{2 \alpha-\frac{1}{2}}\|u\|^{2}\right)$ for all $\alpha \geq$ $\frac{1}{4},|\arg \lambda| \leq \varphi<\pi$, and $u \in D\left(A^{\alpha-\frac{1}{4}}\right)$, where $C$ does not depend on $u$ and $\lambda$.
(3) $\left\|A^{\alpha}(A+\lambda I)^{-\beta}\right\| \leq C(1+|\lambda|)^{\alpha-\beta}$, for all $0 \leq \alpha \leq \beta,|\arg \lambda| \leq \varphi<\pi$, where $C$ does not depend on $\lambda$.

## 3. Solvability of the Principal Problem

3.1. Homogeneous Problem. Consider in the Hilbert space $H$ the boundary value problem for the second order abstract differential equation

$$
\begin{equation*}
L(D) u=-u^{\prime \prime}(x)+A u(x)+A(x) u(x)=f(x) \quad x \in(0,1) \tag{3.1}
\end{equation*}
$$

$$
\begin{align*}
L_{1} u & =\delta u(0)  \tag{3.2}\\
L_{2} u & =f_{1}, \\
u^{\prime}(1)+B u(0) & =f_{2},
\end{align*}
$$

$A, A(x), B$ are linear operators and $\delta$ is a complex number.
Looking to the principal part of the problem (3.1), (3.2) with a parameter

$$
\begin{align*}
L(D) u=-u^{\prime \prime}(x)+(A+\lambda I) u(x) & =0 \quad x \in(0,1),  \tag{3.3}\\
L_{1} u=\delta u(0) & =f_{1}, \\
L_{2} u=u^{\prime}(1)+B u(0) & =f_{2} . \tag{3.4}
\end{align*}
$$

Theorem 3.1. Assume that the following conditions are satisfied
(1) $A$ is a self-adjoint and positive-definite operator in $H$.
(2) $\delta \neq 0$.
(3) $B$ is continuous from $H\left(A^{1 / 2}\right)$ in $H(A)$ and from $H$ in $H\left(A^{1 / 2}\right)$.

Then the problem (3.3), (3.4) for $f_{1} \in(H, H(A))_{\frac{1}{4}}, f_{2} \in(H, H(A))_{\frac{3}{4}}$ and for $\lambda$ such that $|\arg \lambda| \leq \phi<\pi,|\lambda| \longrightarrow \infty$, has a unique solution in the space $W_{2}^{2}(0,1 ; H(A), H)$, and for the solution of the problem (3.3), (3.4) the following coercive estimate holds

$$
\begin{align*}
& \left\|u^{\prime \prime}\right\|_{L_{2}(0,1 ; H)}+\|A u\|_{L_{2}(0,1 ; H)}+|\lambda|\|u\|_{L_{2}(0,1 ; H)}  \tag{3.5}\\
& \quad \leq C\left(\left\|A^{\frac{3}{4}} f_{1}\right\|_{H}+|\lambda|^{\frac{3}{4}}\left\|f_{1}\right\|_{H}+\left\|A^{\frac{1}{4}} f_{2}\right\|_{H}+|\lambda|^{\frac{1}{4}}\left\|f_{2}\right\|_{H}\right),
\end{align*}
$$

where $C$ does not depend on $\lambda$.
Proof. The solution $u$, belonging to $W_{2}^{2}(0,1 ; H(A), H)$, of the equation (3.3) is in the form

$$
\begin{equation*}
u(x)=e^{-x A_{\lambda}^{\frac{1}{2}}} g_{1}+e^{-(1-x) A_{\lambda}^{\frac{1}{2}}} g_{2} \tag{3.6}
\end{equation*}
$$

with $A_{\lambda}=A+\lambda I$ and $g_{1}, g_{2} \in(H, H(A))_{\frac{3}{4}}$.
Indeed, let $u \in W_{2}^{2}(0,1 ; H(A), H)$ be a solution of (3.3). Then we have

$$
\left(D-A_{\lambda}^{\frac{1}{2}}\right)\left(D+A_{\lambda}^{\frac{1}{2}}\right) u(x)=0
$$

Note by

$$
v(x)=\left(D+A_{\lambda}^{\frac{1}{2}}\right) u(x)
$$

From [22, p. 168] $v \in W_{2}^{1}\left(0,1 ; H\left(A^{\frac{1}{2}}\right), H\right)$ and

$$
\begin{equation*}
\left(D-A_{\lambda}^{\frac{1}{2}}\right) v(x)=0 . \tag{3.7}
\end{equation*}
$$

So

$$
\begin{equation*}
v(x)=e^{-(1-x) A_{\lambda}^{\frac{1}{2}}} v(1) \tag{3.8}
\end{equation*}
$$

where, according to [19, p. 44],

$$
v(1) \in\left(H\left(A^{\frac{1}{2}}\right), H\right)_{\frac{1}{2}}=\left(H, H\left(A^{\frac{1}{2}}\right)\right)_{\frac{1}{2}} .
$$

From (3.7) , 3.8) we have

$$
\begin{aligned}
u(x) & =e^{-x A_{\lambda}^{\frac{1}{2}}} u(0)+\int_{0}^{x} e^{-(x-y) A_{\lambda}^{\frac{1}{2}}} e^{-(1-y) A_{\lambda}^{\frac{1}{2}}} v(1) d y \\
& =e^{-x A_{\lambda}^{\frac{1}{2}}} u(0)+\frac{1}{2} A_{\lambda}^{-\frac{1}{2}}\left\{e^{-(1-x) A_{\lambda}^{\frac{1}{2}}}-e^{-x A_{\lambda}^{\frac{1}{2}}} e^{-A_{\lambda}^{\frac{1}{2}}}\right\} v(1),
\end{aligned}
$$

where $u(0) \in(H(A), H)_{\frac{1}{2}}$ [19, p. 44]. Now,

$$
A^{\frac{1}{2}}:(H, H(A))_{\frac{3}{4}} \rightarrow(H, H(A))_{\frac{1}{4}}=\left(H, H\left(A^{\frac{1}{2}}\right)\right)_{\frac{1}{2}}
$$

is an isomorphism. Consequently the last inequality is in the form (3.6).
Let us show the reverse, i.e. the function $u$ in the form (3.6) with $g_{1}$ and $g_{2}$ in $(H, H(A))_{\frac{3}{4}}$, belongs to $W_{2}^{2}(0,1 ; H(A), H)$. From interpolation spaces properties see [15], [19, p. 96] and the expression (3.6) of the function $u$ we have

$$
\begin{align*}
& \|u\|_{W_{2}^{2}(0,1 ; H(A), H)} \\
& \quad \leq\left(\left\|A A_{\lambda}^{-1}\right\|+1\right) \\
& \quad \quad \times\left\{\left(\int_{0}^{1}\left\|A_{\lambda} e^{-x A_{\lambda}^{\frac{1}{2}}} g_{1}\right\|^{2} d x\right)^{\frac{1}{2}}+\left(\int_{0}^{1}\left\|A_{\lambda} e^{-(1-x) A_{\lambda}^{\frac{1}{2}}} g_{2}\right\|^{2} d x\right)^{\frac{1}{2}}\right\} \\
& \quad \leq C\left(\left\|g_{1}\right\|_{\left(H, H\left(A_{\lambda}\right)\right)_{\frac{3}{4}}}+\left\|g_{2}\right\|_{\left(H, H\left(A_{\lambda}\right)\right)_{\frac{3}{4}}^{4}}\right) \\
& \leq C(\lambda)\left(\left\|g_{1}\right\|_{(H, H(A))_{\frac{3}{4}}}+\left\|g_{2}\right\|_{(H, H(A))_{\frac{3}{4}}^{4}}\right) . \tag{3.9}
\end{align*}
$$

The function $u$ satisfies the boundary conditions (3.4) if

$$
\begin{cases}\delta g_{1}+\delta e^{-A_{\lambda}^{\frac{1}{2}}} g_{2} & =f_{1} \\ -A_{\lambda}^{\frac{1}{2}} e^{-A_{\lambda}^{\frac{1}{2}}} g_{1}+B g_{1}+A_{\lambda}^{\frac{1}{2}} g_{2}+B e^{-A_{\lambda}^{\frac{1}{2}}} g_{2} & =f_{2}\end{cases}
$$

which we can write in matrix form as:

$$
\left[\left(\begin{array}{cc}
\delta I & 0  \tag{3.10}\\
B & A_{\lambda}^{\frac{1}{2}}
\end{array}\right)+\left(\begin{array}{ll}
0 & \delta e^{-A_{\lambda}^{\frac{1}{2}}} \\
-A_{\lambda}^{\frac{1}{2}} e^{-A_{\lambda}^{\frac{1}{2}}} & B e^{-A_{\lambda}^{\frac{1}{2}}}
\end{array}\right)\right]\binom{g_{1}}{g_{2}}=\binom{f_{1}}{f_{2}}
$$

The first matrix of operators is invertible, its inverse is

$$
\left(\begin{array}{ll}
\frac{1}{\delta} I & 0  \tag{3.11}\\
-\frac{1}{\delta} A_{\lambda}^{-\frac{1}{2}} B & A_{\lambda}^{-\frac{1}{2}}
\end{array}\right)
$$

Multiplying the two members of (3.10) by the matrix inverse (3.11), we get the following system:

$$
\left\{\begin{array}{l}
g_{1}+e^{-A_{\lambda}^{\frac{1}{2}}} g_{2}=\frac{1}{\delta} f_{1} \\
e^{-A_{\lambda}^{\frac{1}{2}}} g_{1}+g_{2}=-\frac{1}{\delta} A_{\lambda}^{-\frac{1}{2}} B f_{1}+A_{\lambda}^{-\frac{1}{2}} f_{2}
\end{array}\right.
$$

we can solve it by Cramer's method, because the coefficients of the linear system are bounded linear operators. The determinant is given by $I+e^{-2 A_{\lambda}^{\frac{1}{2}}}$ which is invertible as a little perturbation of unity, in fact $\left\|e^{-2 A_{\lambda}^{\frac{1}{2}}}\right\| \leq q<1$.
Hence the solution is written as

$$
\left\{\begin{array}{l}
g_{1}=\frac{1}{\delta} f_{1}+R_{11}(\lambda) f_{1}+R_{12}(\lambda) f_{2}  \tag{3.12}\\
g_{2}=-\frac{1}{\delta}(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} B f_{1}+(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} f_{2}+R_{21}(\lambda) f_{1}
\end{array}\right.
$$

where $R_{i j}(\lambda)$ are given by

$$
\left\{\begin{aligned}
R_{11}(\lambda) & =-\frac{1}{\delta}(I+T(\lambda)) e^{-2 A_{\lambda}^{\frac{1}{2}}}+\frac{1}{\delta}(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} e^{-A_{\lambda}^{\frac{1}{2}}} B \\
R_{12}(\lambda) & =-(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} e^{-A_{\lambda}^{\frac{1}{2}}} \\
R_{21}(\lambda) & =\frac{1}{\delta}(I+T(\lambda)) e^{-A_{\lambda}^{\frac{1}{2}}}
\end{aligned}\right.
$$

and satisfy $\left\|R_{i j}(\lambda)\right\| \rightarrow 0$ when $|\lambda| \rightarrow \infty .(I+T(\lambda))$ is the inverse of $I+e^{-2 A_{\lambda}^{\frac{1}{2}}}$ obtained from the corresponding Neumann series.
Finally the solution $u$ is given by

$$
\begin{aligned}
u(x)=e^{-x A_{\lambda}^{\frac{1}{2}}} & \left(\frac{1}{\delta} f_{1}+R_{11}(\lambda) f_{1}+R_{12}(\lambda) f_{2}\right) \\
& +e^{-(1-x) A_{\lambda}^{\frac{1}{2}}}\left(-\frac{1}{\delta}(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} B f_{1}+(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} f_{2}+R_{21}(\lambda) f_{1}\right) .
\end{aligned}
$$

From the assumptions of Theorem 3.1 and the properties of interpolation spaces, the following applications are continuous,

$$
\begin{aligned}
(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} B: \quad(H, H(A))_{\frac{3}{4}} & \longmapsto(H, H(A))_{\frac{3}{4}} \\
(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}}:(H, H(A))_{\frac{1}{4}} & \longmapsto(H, H(A))_{\frac{3}{4}}
\end{aligned}
$$

Then we have the estimates

$$
\left\|(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} B f_{1}\right\|_{(H, H(A))_{\frac{3}{4}}} \leq C\left\|f_{1}\right\|_{(H, H(A))_{\frac{3}{4}}}
$$

and

$$
\left\|(I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} f_{2}\right\|_{(H, H(A))_{\frac{3}{4}}} \leq C\left\|f_{2}\right\|_{(H, H(A))_{\frac{1}{4}}}
$$

Set $u(x)=u_{1}(x)+u_{2}(x)+u_{3}(x)$, where

$$
\begin{gathered}
u_{1}(x)=\frac{1}{\delta} e^{-x A_{\lambda}^{\frac{1}{2}}} f_{1}, \\
u_{2}(x)=-\frac{1}{\delta} e^{-(1-x) A_{\lambda}^{\frac{1}{2}}}\left((I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} B f_{1}\right), \\
u_{2}(x)=e^{-(1-x) A_{\lambda}^{\frac{1}{2}}}\left((I+T(\lambda)) A_{\lambda}^{-\frac{1}{2}} f_{2}\right) .
\end{gathered}
$$

Then

$$
\left\|u_{1}\right\|_{W_{2}^{2}(0,1 ; H(A), H)}=\frac{1}{|\delta|}\left\|A_{\lambda} e^{-x A_{\lambda}^{\frac{1}{2}}} f_{1}\right\|_{L_{2}(0,1 ; H)}+\frac{1}{|\delta|}\left\|A e^{-x A_{\lambda}^{\frac{1}{2}}} f_{1}\right\|_{L_{2}(0,1 ; H)} .
$$

However, from Lemma 2.1, we have

$$
\left\|A_{\lambda} e^{-x A_{\lambda}^{\frac{1}{2}}} f_{1}\right\|_{L_{2}(0,1 ; H)} \leq C\left(\left\|A^{\frac{3}{4}} f_{1}\right\|_{H}+|\lambda|^{\frac{3}{4}}\left\|f_{1}\right\|_{H}\right)
$$

Similarly we obtain bounds for $u_{2}$ and $u_{3}$.
3.2. Non Homogeneous Problem. Consider, now, the principal problem for the non homogeneous equation with a parameter

$$
\begin{gather*}
L_{0}(\lambda, D) u=-u^{\prime \prime}(x)+A_{\lambda} u(x)=f(x) \quad x \in(0,1)  \tag{3.13}\\
\\
L_{10} u=\delta u(0)=f_{1} \\
L_{20} u=u^{\prime}(1)+B u(0)=f_{2}
\end{gather*}
$$

We have the result.
Theorem 3.2. Suppose the following conditions satisfied
(1) A is a self-adjoint and positive-definite operator in $H$.
(2) $B$ is continuous from $H\left(A^{1 / 2}\right)$ in $H(A)$ and from $H$ in $H\left(A^{1 / 2}\right)$.
(3) $\delta \neq 0$.

Then the problem (3.13), (3.14), for $f, f_{1}$ and $f_{2}$ in $L_{2}(0,1 ; H),(H, H(A))_{\frac{3}{4}}$ and $(H, H(A))_{\frac{1}{4}}$ respectively, and for $\lambda$ such that $\arg \lambda|\leq \phi<\pi,|\lambda| \longrightarrow \infty$, has a unique solution belonging to the space $W_{p}^{2}(0,1 ; H(A), H)$, for $p \in(1, \infty)$, and the following coercive estimate holds

$$
\begin{align*}
& \left\|u^{\prime \prime}\right\|_{L_{2}(0,1 ; H)}+\|A u\|_{L_{2}(0,1 ; H)}+|\lambda|\|u\|_{L_{2}(0,1 ; H)}  \tag{3.15}\\
& \quad \leq C\left(\|f\|_{L_{2}(0,1 ; H)}+\left\|A^{\frac{3}{4}} f_{1}\right\|_{H}+|\lambda|^{\frac{3}{4}}\left\|f_{1}\right\|_{H}+\left\|A^{\frac{1}{4}} f_{2}\right\|_{H}+|\lambda|^{\frac{1}{4}}\left\|f_{2}\right\|_{H}\right),
\end{align*}
$$

where $C$ does not depend on $\lambda$.
Proof. In Theorem 3.1, we proved the uniqueness. Let us now show that the solution of the problem (3.13), 3.14) belonging to $W_{p}^{2}(0,1 ; H(A), H)$ can be written in the form $u(x)=$ $u_{1}(x)+u_{2}(x), u_{1}(x)$ is the restriction to $[0,1]$ of $\widetilde{u}_{1}(x)$, where $\widetilde{u}_{1}(x)$ is the solution of the equation

$$
\begin{equation*}
L_{0}(\lambda, D) \widetilde{u}_{1}(x)=\widetilde{f}(x), \quad x \in \mathbb{R} \tag{3.16}
\end{equation*}
$$

with $\widetilde{f}(x)=f(x)$ if $x \in[0,1]$ and $\widetilde{f}(x)=0$ otherwise. $u_{2}(x)$ is the solution of the problem

$$
\begin{equation*}
L_{0}(\lambda, D) u_{2}=0, L_{10} u_{2}=f_{1}-L_{10} u_{1}, L_{20} u_{2}=f_{2}-L_{20} u_{1} \tag{3.17}
\end{equation*}
$$

The solution of the equation (3.16) is given by the formula

$$
\begin{equation*}
\widehat{u}_{1}(x)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{i \mu x} L_{0}(\lambda, i \mu)^{-1} \widehat{\widetilde{f}}(\mu) d \mu \tag{3.18}
\end{equation*}
$$

where $\hat{\widetilde{f}}$ is the Fourier transform of the function $\widetilde{f}(x), L_{0}(\lambda, s)$ is the characteristic pencil of the equation (3.16) i.e. $L_{0}(\lambda, s)=-s^{2} I+A+\lambda I$.
From (3.18) and Plancherel equality it follows that:

$$
\begin{align*}
& |\lambda|\left\|u_{1}\right\|_{L_{2}(0,1 ; H)}+\left\|u_{1}^{\prime \prime}\right\|_{L_{2}(0,1 ; H)}+\left\|A u_{1}\right\|_{L_{2}(0,1 ; H)} \\
& \quad \leq|\lambda|\left\|\widehat{u}_{1}\right\|_{L_{2}(\mathbb{R} ; H(A))}+\left\|\widehat{u}_{1}^{\prime \prime}\right\|_{L_{2}(\mathbb{R} ; H)}+\left\|A \widehat{u}_{1}\right\|_{L_{2}(\mathbb{R} ; H)} \\
& \quad \leq|\lambda|\left\|F^{-1} L_{0}(\lambda, i \mu)^{-1} F \widetilde{f}(\mu)\right\|_{L_{2}(\mathbb{R} ; H)}+\left\|F^{-1}(i \mu)^{2} L_{0}(\lambda, i \mu)^{-1} F \widetilde{f}(\mu)\right\|_{L_{2}(\mathbb{R} ; H)} \\
& \quad+\left\|F^{-1} A L_{0}(\lambda, i \mu)^{-1} F \widetilde{f}(\mu)\right\|_{L_{2}(\mathbb{R} ; H)}, \tag{3.19}
\end{align*}
$$

where $F$ is the Fourier transform.
From condition (1) of Theorem 3.2, for $|\arg \lambda| \leq \varphi<\pi$ and $|\lambda|$ sufficiently large, we have

$$
\begin{equation*}
\left\|L_{0}(\lambda, i \mu)^{-1}\right\|=\left\|\left(A+\lambda I+\mu^{2} I\right)^{-1}\right\| \leq C\left(1+\left|\lambda+\mu^{2}\right|\right)^{-1} \leq C|\mu|^{-2} \tag{3.20}
\end{equation*}
$$

$$
\begin{equation*}
\left\|A L_{0}(\lambda, i \mu)^{-1}\right\|=\left\|A\left(A+\lambda I+\mu^{2} I\right)^{-1}\right\| \leq C \tag{3.21}
\end{equation*}
$$

$$
\begin{equation*}
|\lambda|\left\|L_{0}(\lambda, i \mu)^{-1}\right\|=|\lambda|\left\|\left(A+\lambda I+\mu^{2} I\right)^{-1}\right\| \leq C|\lambda|\left(1+\left|\lambda+\mu^{2}\right|\right)^{-1} \leq C \tag{3.22}
\end{equation*}
$$

Then it follows that

$$
|\lambda|\left\|u_{1}\right\|_{L_{2}(0,1 ; H)}+\left\|u_{1}^{\prime \prime}\right\|_{L_{2}(0,1 ; H)}+\left\|A u_{1}\right\|_{L_{2}(0,1 ; H)} \leq C\|f\|_{L_{2}(0,1 ; H)}
$$

Since $u_{1} \in W_{2}^{2}(0,1 ; H(A), H)$ and from [19, p. 44] we have

$$
\begin{gathered}
u_{1}^{\prime}(0) \in(H(A), H)_{\frac{3}{4}}=(H, H(A))_{\frac{1}{4}}, \\
u_{1}(0) \in(H, H(A))_{\frac{3}{4}} .
\end{gathered}
$$

Therefore $L_{10} u_{1} \in(H, H(A))_{\frac{3}{4}}$ and $L_{20} u_{1} \in(H, H(A))_{\frac{1}{4}}$.
From Theorem 3.1, the problem (3.17), when $|\arg \lambda| \leq \phi<\pi,|\lambda| \rightarrow \infty$, has a solution $u_{2}(x)$ which is in $W_{2}^{2}(0,1 ; H(A), H)$. Now, we have to find bounds for the following terms

$$
\begin{gathered}
\left\|A^{\frac{3}{4}} L_{10} u_{1}\right\|_{H}=\left\|A^{\frac{3}{4}} u_{1}(0)\right\|_{H}, \\
|\lambda|^{\frac{3}{4}}\left\|L_{10} u_{1}\right\|_{H}=|\lambda|^{\frac{3}{4}}\left\|u_{1}(0)\right\|_{H}, \\
\left\|A^{\frac{1}{4}} L_{20} u_{1}\right\|_{H} \leq\left\|A^{\frac{1}{4}} u_{1}^{\prime}(1)\right\|_{H}+\left\|A^{\frac{1}{4}} B u_{1}(0)\right\|_{H}
\end{gathered}
$$

and

$$
|\lambda|^{\frac{1}{4}}\left\|L_{20} u_{1}\right\|_{H} \leq|\lambda|^{\frac{1}{4}}\left\|u_{1}^{\prime}(1)\right\|_{H}+|\lambda|^{\frac{1}{4}}\left\|B u_{1}(0)\right\|_{H} .
$$

For example, we have

$$
\begin{aligned}
|\lambda|^{\frac{3}{4}}\left\|u_{1}(0)\right\|_{H} & \leq C\left(\left\|u_{1}\right\|_{W_{2}^{2}(0,1 ; H(A), H)}+|\lambda|\left\|u_{1}\right\|_{L_{2}(0,1 ; H)}\right) \\
& \leq C\|f\|_{L_{2}(0,1 ; H)} .
\end{aligned}
$$

Similarly, we get the other bounds and by the same way the coerciveness estimate.

## 4. Solvability of the General Problem

Consider, now, the general problem with a parameter

$$
\begin{align*}
& L_{0}(\lambda, D) u=\lambda u(x)-u^{\prime \prime}(x)+A u(x)+A(x) u(x)=f(x) \quad x \in(0,1)  \tag{4.1}\\
& \qquad \begin{aligned}
L_{10} u & =\delta u(0) \\
L_{20} u & =u^{\prime}(1)+B u(0)=f_{2}
\end{aligned}
\end{align*}
$$

We have the result.
Theorem 4.1. Suppose the following conditions satisfied
(1) $A$ is a self-adjoint and positive-definite operator in $H$.
(2) The imbedding $H(A) \subset H$ is compact.
(3) $B$ is continuous from $H\left(A^{1 / 2}\right)$ in $H(A)$ and from $H$ in $H\left(A^{1 / 2}\right)$.
(4) $\delta \neq 0$.
(5) $\|A(.) u\|_{L_{2}(0,1 ; H)} \leq \epsilon\|A u\|_{L_{2}(0,1 ; H)}+C(\epsilon)\|u\|_{L_{2}(0,1 ; H)}$.

Then the problem (4.1), 4.2 , for $f, f_{1}$ and $f_{2}$ in $L_{2}(0,1 ; H),(H, H(A))_{\frac{3}{4}}$ and $(H, H(A))_{\frac{1}{4}}$ respectively, and for $\overline{\lambda \text { such that }|\arg \lambda| \leq \phi<\pi,|\lambda| \longrightarrow \infty \text {, has a unique solution belonging }}$ to the space $W_{p}^{2}(0,1 ; H(A), H)$, for $p \in(1, \infty)$, and the following coercive estimate holds

$$
\begin{align*}
& \left\|u^{\prime \prime}\right\|_{L_{2}(0,1 ; H)}+\|A u\|_{L_{2}(0,1 ; H)}+|\lambda|\|u\|_{L_{2}(0,1 ; H)}  \tag{4.3}\\
& \quad \leq C\left(\|f\|_{L_{2}(0,1 ; H)}+\left\|A^{\frac{3}{4}} f_{1}\right\|_{H}+|\lambda|^{\frac{3}{4}}\left\|f_{1}\right\|_{H}+\left\|A^{\frac{1}{4}} f_{2}\right\|_{H}+|\lambda|^{\frac{1}{4}}\left\|f_{2}\right\|_{H}\right) .
\end{align*}
$$

where $C$ does not depend on $u, f, f_{1}, f_{2}$, and $\lambda$.
Proof. Let $u$ be a solution of 4.1), 4.2) belonging to $W_{2}^{2}(0,1 ; H(A), H)$. Then $u$ is a solution of the problem

$$
\left(P_{0}\right)\left\{\begin{aligned}
L_{0}(\lambda, D) u=f(x)-A(x) u(x) & x \in(0,1) \\
L_{10} u & =\delta u(0) \\
L_{20} u & =f_{1} \\
u^{\prime}(1)+B u(0) & =f_{2}
\end{aligned}\right.
$$

From Theorem 3.2, we get the estimate

$$
\begin{aligned}
& \left\|u^{\prime \prime}\right\|_{L_{2}(0,1 ; H)}+\|A u\|_{L_{2}(0,1 ; H)}+|\lambda|\|u\|_{L_{2}(0,1 ; H)} \\
& \quad \leq C\left(\|f-A(.) u\|_{L_{2}(0,1 ; H)}+\left\|A^{\frac{3}{4}} f_{1}\right\|_{H}+|\lambda|^{\frac{3}{4}}\left\|f_{1}\right\|_{H}+\left\|A^{\frac{1}{4}} f_{2}\right\|_{H}+|\lambda|^{\frac{1}{4}}\left\|f_{2}\right\|_{H}\right) .
\end{aligned}
$$

Using condition (5) of Theorem 3.2, we get

$$
\begin{aligned}
\left\|u^{\prime \prime}\right\|_{L_{2}(0,1 ; H)}+ & (1-C \epsilon)\|A u\|_{L_{2}(0,1 ; H)}+(|\lambda|-C \cdot C(\epsilon))\|u\|_{L_{2}(0,1 ; H)} \\
& \leq C\left(\|f\|_{L_{2}(0,1 ; H)}+\left\|A^{\frac{3}{4}} f_{1}\right\|_{H}+|\lambda|^{\frac{3}{4}}\left\|f_{1}\right\|_{H}+\left\|A^{\frac{1}{4}} f_{2}\right\|_{H}+|\lambda|^{\frac{1}{4}}\left\|f_{2}\right\|_{H}\right) .
\end{aligned}
$$

Choosing $\epsilon$ such that $C \cdot \epsilon<1$, the coerciveness estimates follows easily.

## 5. Completeness of Root Functions

Let us define the operator $\mathfrak{L}$ by

$$
\begin{gathered}
\mathfrak{L} u \equiv-u^{\prime \prime}+A u \\
D(\mathfrak{L})=W_{2}^{2}\left(0,1 ; H(A), H, L_{k} u=0, k=0,1\right) .
\end{gathered}
$$

Lemma 5.1. Suppose that $s_{j}(I, H(A), H) \simeq C j^{-q}$ then

$$
s_{j}\left(\mathcal{I}, W_{2}^{2}(0,1 ; H(A), H), L_{2}(0,1 ; H)\right) \simeq C j^{-\frac{1}{\frac{1}{2}+q}} .
$$

$I($ resp. $\mathcal{I})$ is the imbedding of $H(A)$ in $H$ (resp. of $W_{2}^{2}(0,1 ; H(A), H)$ in $\left.L_{2}(0,1 ; H)\right)$ and $s_{j}(I, H(A), H)$ are the $s$-numbers of the operator I from $H(A)$ to $H$.
Proof. Let $S_{1}$ be the operator defined in $L_{2}(0,1)$ such that $S_{1}=S_{1}^{*} \geq \gamma^{2} I, D\left(S_{1}\right)=H\left(S_{1}\right)=$ $W_{2}^{2}(0,1)$. From [17], we know that if $H_{1} \subset H$ and $H_{1}$ is dense in $H$ then there exists an operator $S_{1}$ such that $S_{1}=S_{1}^{*}$ and $D\left(S_{1}\right)=H$. Otherwise, let $S_{2}$ be the operator defined by $S_{2}=S_{2}^{*} \geq \gamma^{2} I, D\left(S_{2}\right)=H(A)$. If we define the operator $S$ on $L_{2}(0,1) \otimes H=L_{2}(0,1 ; H)$ by $S=S_{1} \otimes I_{2}+I_{1} \otimes S_{2}$, where $I_{1}$ (resp. $I_{2}$ ) is the identity operator in $L_{2}(0,1)$ (resp. $H$ ). We have

$$
\begin{gathered}
s_{j}\left(S_{1}^{-1}, L_{2}(0,1), L_{2}(0,1)\right) \simeq s_{j}\left(I, H\left(S_{1}\right), L_{2}(0,1)\right) \simeq C j^{-2} \\
s_{j}\left(S_{2}^{-1}, H, H\right) \simeq s_{j}(I, H(A), H) \simeq C j^{-q}
\end{gathered}
$$

Hence, from [11], we obtain $s_{j}\left(S^{-1}, L_{2}(0,1 ; H), L_{2}(0,1 ; H)\right) \simeq C j^{-\frac{1}{\frac{1}{2}+q}}$.
Theorem 5.2. Let the conditions of Theorem 3.2 hold along with $A^{-1} \in \sigma_{q}(H), q>0$. Then, the system of root functions of the operator $\mathcal{L}$ is complete in $L_{2}(0,1 ; H)$.

Proof. From Theorem 4.1, we have $\|R(\lambda, \mathcal{L})\| \leq C|\lambda|^{-1}$ for $|\arg \lambda| \leq \varphi<\pi$ and $|\lambda|$ sufficiently large. Using Lemma 5.1 , we have $R(\lambda, \mathcal{L}) \in \sigma_{p}\left(L_{2}(0,1 ; H)\right)$ for $p>\frac{1}{2}+\frac{1}{q}$, so, for the operator $\mathcal{L}$, all the conditions of [8, Theorem 126, 2.3, p. 50], are fulfilled. This achieves the proof of the theorem.

Theorem 5.3. Suppose that the conditions of Theorem 5.2 are satisfied as well as the condition $D(A(x)) \subset D(A)$ and $\forall \epsilon>0,\|A(\cdot) u\|_{H} \leq \epsilon\|A u\|_{H}+C(\epsilon)\|u\|_{H} \cdot u \in D(A)$. Let $\mathcal{A}$ be the operator defined by $(\mathcal{A} u)(x)=A(x) u(x), D(\mathcal{A})=L_{2}(0,1 ; H)$. Then the system of root functions of $\mathcal{L}+\mathcal{A}$ is complete in $L_{2}(0,1 ; H)$.
Proof. It is clear that

$$
\|\mathcal{A} u\|_{L_{2}(0,1 ; H)} \leq \epsilon\|A u\|_{L_{2}(0,1 ; H)}+C(\epsilon)\|u\|_{L_{2}(0,1 ; H)}
$$

Since by Theorem 4.1, we have

$$
\|A u\|_{L_{2}(0,1 ; H)} \leq C\|f\|_{L_{2}(0,1 ; H)}=C\|(\mathcal{L}-\lambda I) u\|_{L_{2}(0,1 ; H)}
$$

hence

$$
\|\mathcal{A} u\|_{L_{2}(0,1 ; H)} \leq \epsilon\|(\mathcal{L}-\lambda I) u\|_{L_{2}(0,1 ; H)}+C(\epsilon)\|u\|_{L_{2}(0,1 ; H)}
$$

and so, for $|\lambda|$ sufficiently large and $|\arg \lambda| \leq \varphi<\pi$,

$$
R(\lambda, \mathcal{L}+\mathcal{A}) \in \sigma_{p}\left(L_{2}(0,1 ; H)\right)
$$

and from Theorem 4.1 we have

$$
\|R(\lambda, \mathcal{L}+\mathcal{A})\| \leq C|\lambda|^{-1}
$$

for $|\lambda|$ sufficiently large and $|\arg \lambda| \leq \varphi<\pi$. Then the system of root functions is complete in $L_{2}(0,1 ; H)$.

## 6. Application

Let us consider, in the cylindrical domain $\Omega=[0,1] \times G$ the non local boundary value problem for the Laplace equation with a parameter

$$
(P) \begin{cases}L(\lambda) u=\lambda u(x, y)-\Delta u(x, y)+b(x, y) u(x, y)=f(x, y), & (x, y) \in \Omega  \tag{6.1}\\ L_{1} u=\delta u(0, y)=f_{1}(y), & y \in G ; \\ L_{2} u=\frac{\partial}{\partial x} u(1, y)+B u(0, y)=f_{2}(y), & y \in G ; \\ P u=\quad u\left(x, y^{\prime}\right)=0, & \left(x, y^{\prime}\right) \in \Gamma\end{cases}
$$

where $\Gamma=[0,1] \times \partial G$ and $\partial G$ is the boundary of $G$.
A number $\lambda_{0}$ is called an eigenvalue of $(P)$ if the problem

$$
\left(P^{\prime}\right) \begin{cases}L\left(\lambda_{0}\right) u=0, & (x, y) \in \Omega  \tag{6.2}\\ L_{1} u=0, & y \in G \\ L_{2} u=0, & y \in G \\ P u=0, & \left(x, y^{\prime}\right) \in \Gamma\end{cases}
$$

has a non trivial solution that belongs to $W_{2}^{2}(\Omega)$. The non trivial solution $u_{0}$ of $\left(P^{\prime}\right)$ that belongs to $W_{2}^{2}(\Omega)$ is called the eigenfunction of $(P)$ corresponding to the eigenvalue $\lambda_{0}$. Solutions $u_{k}$ of

$$
\left(P^{\prime \prime}\right) \begin{cases}L\left(\lambda_{0}\right) u_{k}+u_{k-1}=0, & (x, y) \in \Omega  \tag{6.3}\\ L_{1} u_{k}=0, & y \in G \\ L_{2} u_{k}=0, & y \in G \\ P u_{k}=0, & \left(x, y^{\prime}\right) \in \Gamma\end{cases}
$$

belonging to $W_{2}^{2}(\Omega)$ are associated functions of the $k-t h$ rank to the eigenvalue $u_{0}$ of $(P)$. Eigenfunctions and associated functions of $(P)$ are gathered under the general name of root functions of $(P)$.
Theorem 6.1. Let $b(x, y) \in W_{\infty}^{0,1}(\Omega), \delta \neq 0, \partial G \in C^{2}$ then
(1) $(P)$, for $f \in W_{2}^{0,1}(\Omega, P u=0), f_{k} \in W_{2}^{-\frac{m_{k}}{2}+\frac{3}{4}}(G, P u=0)$ and for $\lambda$ such that $|\lambda|$ sufficiently large and $|\arg \lambda| \leq \varphi<\pi$, has a unique solution that belongs to the space $W_{2}^{2}(\Omega)$, and for this solution we have the coercive estimate

$$
\begin{aligned}
& |\lambda|\left\|u^{\prime \prime}\right\|_{L_{2}(\Omega)}+\|u\|_{W_{2}^{2}(\Omega)} \\
& \quad \leq C\left(\|f\|_{L_{2}(\Omega)}+\sum_{k=1}^{2}\left\|f_{k}\right\|_{W_{2}^{-\frac{m_{k}}{2}}+\frac{3}{4}(G, P u=0)}+\sum_{k=1}^{2}|\lambda|^{-\frac{m_{k}}{2}+\frac{3}{4}}\left\|f_{k}\right\|_{H}\right)
\end{aligned}
$$

where $C$ does not depend on $u$ and $\lambda$.
(2) Root functions of $(P)$ are complete in $L_{2}(\Omega)$.

Proof. Consider in $H=L_{2}(\Omega)$ the operators $A$ and $A(x)$ defined by

$$
\begin{gathered}
A u=-\Delta u(y)+\lambda_{0} u(y), \quad D(A)=W_{2}^{2}(G, P u=0) \\
A(x) u=b(x, y) u(y)-\lambda_{0} u(y), \quad D(A(x))=W_{2}^{1}(G, P u=0, m=0)
\end{gathered}
$$

Then the problem $(P)$ can be written in the form

$$
\left\{\begin{array}{cll}
\lambda u(x)-u^{\prime \prime}(x)+A u(x)+A(x) u(x) & =0 \quad x \in(0,1), \\
\delta u(0) & =f_{1} \\
u^{\prime}(1)+B u(0) & =f_{2} .
\end{array}\right.
$$

We have the compact imbedding $W_{2}^{2}(\Omega) \subset L_{2}(\Omega)$. On the other hand

$$
s_{j}\left(I, W_{2}^{2}(\Omega), L_{2}(\Omega)\right) \simeq j^{-\frac{2}{r+1}} .
$$

By virtue of Lemma 3.1 in [21, p. 60] we have

$$
s_{j}\left(I, H(A), L_{2}(\Omega)\right) \simeq s_{j}\left(A^{-1}, L_{2}(\Omega), L_{2}(\Omega)\right) .
$$

Since $H(A) \subset W_{2}^{2}(\Omega)$, then it follows that $A^{-1} \in \sigma_{p}\left(L_{2}(\Omega), L_{2}(\Omega)\right)$, then $\|R(\lambda, A)\| \leq$ $C|\lambda|^{-1}$ for $|\arg \lambda| \leq \varphi<\pi$ and $|\lambda|$ sufficiently large. Hence, all conditions of Theorem 5.3 has been checked.
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