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Abstract

Higher order upper and lower solutions are used to establish the existence
and local uniqueness of solutions to y(2n) = f(t, y, y′′, . . . , y(2n−2)), satisfying
boundary conditions of the form
gi(y(2i−2)(0), y(2i−2)(1))− y(2i−2)(0) = 0,
hi(y(2i−2)(0), y(2i−2)(1))− y(2i−2)(0) = 0, 1 ≤ i ≤ n.

2000 Mathematics Subject Classification: 34B15, 34A40
Key words: planar convex set, inequality, area, perimeter, diameter, width, inradius,
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1. Introduction
In this paper we wish to consider the existence and local uniqueness to problems
of the form

(1.1) y(2n) = f(t, y, y′′, . . . , y(2n−2))

subject to boundary conditions of the form

(1.2)
gi(y

(2i−2)(0), y(2i−2)(1))− y(2i−2)(0) = 0,
hi(y

(2i−2)(0), y(2i−2)(1))− y(2i−2)(1) = 0,

1 ≤ i ≤ n, wheregi andhi are continuous functions. These conditions general-
ize the usual Lidstone boundary conditions, which have been of recent interest.
See [1, 5].

The method of upper and lower solutions, sometimes referred to as differ-
ential inequalities, is generally used to obtain the existence of solutions within
specified bounds determined by the upper and lower solutions. Important pa-
pers using these techniques include [2, 3, 4, 9, 11, 14, 15]. These techniques are
also used in the more recent papers of Eloe and Henderson [8] and Thompson
[17, 18]. This paper will consider problems described as fully nonlinear by
Thompson in [17, 18].

The classic papers by Klassen [13] and Kelly [12] apply higher order upper
and lower solutions methods. In addition,S̆eda [16], Eloe and Grimm [7], and
Hong and Hu [10] have also considered higher order methods involving upper
and lower solutions.

In [6] Ehme, Eloe, and Henderson applied this method to2nth order prob-
lems in order to obtain the existence of solutions to problems with nonlinear

http://jipam.vu.edu.au/
file:jehme@spelman.edu
file:hendej2@mail.auburn.edu
http://jipam.vu.edu.au/


Existence and Local
Uniqueness for Nonlinear
Lidstone Boundary Value

Problems

Jeffrey Ehme and
Johnny Henderson

Title Page

Contents

JJ II

J I

Go Back

Close

Quit

Page 4 of 21

J. Ineq. Pure and Appl. Math. 1(1) Art. 8, 2000

http://jipam.vu.edu.au

boundary conditions. This paper extends those results to obtain auniquesolu-
tion within the appropriate bounds.
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2. Preliminaries
In this section we make some useful definitions and prove some elementary, yet
key, lemmas. We will use the norm

||x|| = max
t∈[0,1]

{
|x(t)|, |x′(t)|, . . . , |x2n−2(t)|

}
as our norm onC2n−2[0, 1]. We begin with the following representation lemma
which converts our boundary value problem (1.1), (1.2) into an integral equa-
tion.

Lemma 2.1. Supposex(t) is a solution to the integral equation

x(t) =
n∑

i=1

gi(x
(2i−2)(0), x(2i−2)(1))pi(t) +

n∑
i=1

hi(x
(2i−2)(0), x(2i−2)(1))qi(t)

+

∫ 1

0

G(t, s)f
(
s, x(s), x′′(s), . . . , x(2n−2)(s)

)
ds

whereG(t, s) is the Green’s function forx(2n) = 0, x(2i−2)(0) = x(2i−2)(1) = 0,
1≤ i ≤ n. Here the functionspi andqi satisfy

p
(2j−2)
i (0) = δij, p

(2j−2)
i (1) = 0, q

(2j−2)
i (0) = 0, q

(2j−2)
i (1) = δij, 1 ≤ i, j ≤ n,

with pi and qi solutions tox(2n) = 0. Thenx is a solution to (1.1), (1.2).
Conversely, if x is a solution to (1.1), (1.2), then x is a solution to the above
integral equation.
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Proof. Supposex is a solution to the integral equation above. Then using the
boundary conditions that the Green’s function and thepi andqi satisfy att = 0,
we obtain

x(2j−2)(0) = gj(x
(2j−2)(0), x(2j−2)(1))p

(2j−2)
j (0).

But p(2j−2)
j (0) = 1 implies

gj(x
(2j−2)(0), x(2j−2)(1))− x(2j−2)(0) = 0.

A similar argument att = 1 shows

hi(x
(2i−2)(0), x(2i−2)(1))− x(2j−2)(1) = 0.

This showsx satisfies the boundary conditions (1.2). The right hand side of
the integral equation is2n times differentiable. Differentiating the integral
equation2n times yieldsx satisfies (1.1) .

For the converse, supposex satisfies (1.1), (1.2). Then

d2n

dt2n

(
x(t)−

∫ 1

0

G(t, s)f
(
s, x(s), . . . , x(2n−2)(s)

)
ds

)
= 0.

Thus

x(t)−
∫ 1

0

G(t, s)f
(
s, x(s), . . . , x(2n−2)(s)

)
ds = w(t)

wherew(t) is a2n − 1 degree polynomial. The functionspi, qi, 1 ≤ i ≤ n,
form a basis for the2n − 1 degree polynomials, hence there exists constants
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a1, . . . , an, b1, . . . , bn such that
(2.1)

x(t)−
∫ 1

0

G(t, s)f
(
s, x(s), . . . , x(2n−2)(s)

)
ds =

n∑
j=1

ajpj(t) +
n∑

j=1

bjqj(t).

Using the properties of the Green’s function, we obtain for1 ≤ i ≤ n,

x(2i−2)(0) =
n∑

j=1

ajp
(2i−2)
j (0) +

n∑
j=1

bjq
(2i−2)
j (0).

The properties of thepi, qi imply x(2i−2)(0) = ai. But x satisfies (1.2), hence

ai = gi(x
(2i−2)(0), x(2i−2)(1)).

A similar argument shows

bi = hi(x
(2i−2)(0), x(2i−2)(1)).

Equation (2.1) impliesx satisfies the correct integral equation.

It is well known that for0 ≤ i ≤ 2n− 2 the Green’s function above satisfies

sup

{∫ 1

0

∣∣∣∣∂iG(t, s)

∂ti

∣∣∣∣ ds| t ∈ [0, 1]

}
≤ Mi+1

for appropriate constantsMi+1. These constants will play a role in the statement
of our main theorem.

The following key lemma will be indispensable in passing sign information
from higher order derivatives to lower order derivatives.
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Lemma 2.2. If x(t) ∈ C2[0, 1] then

x(t) = x(0)(1− t) + x(1)t +

∫ 1

0

H(t, s)x′′(s)ds

whereH(t, s) is the Green’s function for

x′′ = 0, x(0) = x(1) = 0.

Proof. Let

u(t) = x(0)(1− t) + x(1)t +

∫ 1

0

H(t, s)x′′(s)ds.

Thenu(0) = x(0), u(1) = x(1), andu′′(t) = x′′(t). Hence by the uniqueness
of solutions to

x′′ = 0, x(0) = x(1) = 0,

it follows thatu(t) = x(t) for all t.

Lemma 2.3. Supposepi andqi satisfy

p
(2j−2)
i (0) = δij, p

(2j−2)
i (1) = 0, q

(2j−2)
i (0) = 0, q

(2j−2)
i (1) = δij, 1 ≤ i, j ≤ n,

with pi andqi solutions tox(2n) = 0. Then||pi||, ||qi|| ≤ 1.

Proof. If i = 1 thenq1(t) = t and the result clearly holds. Assumei > 1 and
let G∗(t, s) denote the Green’s function for the (2i− 2) order Lidstone problem

x(2i−2) = 0, x(2k)(0) = 0, x(2l)(1) = 0, x(2i−4)(1) = 1,
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where0 ≤ k ≤ i− 2, and0 ≤ l ≤ i− 3. It can easily be verified that∣∣∣∣∂rG∗

∂tr
(t, s)

∣∣∣∣ ≤ 1 for all t, s ∈ [0, 1].

Set

v(t) =

∫ 1

0

G∗(t, s)s ds,

thenv(2i−2)(t) = t and this yields

v(2i−2)(0) = 0 and v(2i−2)(1) = 1.

Obviously if k ≥ 2i then v(k)(0) = v(k)(1) = 0. If k ≤ 2i − 4, then the
properties of the Green’s functionG∗ imply v(k)(0) = 0, v(k)(1) = 0. By
uniqueness, we seev(t) = qi(t). Thus for1 ≤ k ≤ 2n− 2,

|q(k)
i (t)| ≤

∫ 1

0

∣∣∣∣∂rG∗

∂tr
(t, s)s

∣∣∣∣ ds ≤ 1.

Hence||qi|| ≤ 1. Thepi are handled similarly.

An upper solutionfor (1.1), (1.2) is a functionq(t) ∈ C(2n)[0, 1] satisfying

q(2n) ≤ f(t, q, q′′, . . . , q(2n−2))

gi(q
(2i−2)(0), q(2i−2)(1))− q(2i−2)(0) ≤ 0, i = n− 2k + 2

hi(q
(2i−2)(0), q(2i−2)(1))− q(2i−2)(1) ≤ 0, i = n− 2k + 2

gi(q
(2i−2)(0), q(2i−2)(1))− q(2i−2)(0) ≥ 0, i = n− 2k + 1

hi(q
(2i−2)(0), q(2i−2)(1))− q(2i−2)(1) ≥ 0, i = n− 2k + 1
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wherek ≥ 1.
A lower solutionfor (1.1), (1.2) is a functionp(t) ∈ C(2n)[0, 1] satisfying

p(2n) ≥ f(t, p, p′′, . . . , p(2n−2))

gi(p
(2i−2)(0), p(2i−2)(1))− p(2i−2)(0) ≥ 0, i = n− 2k + 2

hi(p
(2i−2)(0), p(2i−2)(1))− p(2i−2)(1) ≥ 0, i = n− 2k + 2

gi(p
(2i−2)(0), p(2i−2)(1))− p(2i−2)(0) ≤ 0, i = n− 2k + 1

hi(p
(2i−2)(0), p(2i−2)(1))− p(2i−2)(1) ≤ 0, i = n− 2k + 1

wherek ≥ 1.
The functionf(t, x1, . . . , xn) is said to beLip-qp if there exist positive con-

stantsci such that for all(x1, . . . , xn) and(y1, . . . , yn) such that

(−1)i+1p(2n−2i)(t) ≤ xn−i+1, yn−i+1 ≤ (−1)i+1q(2n−2i)(t), 1 ≤ i ≤ n,

it follows that

|f(t, x1, . . . , xn)− f(t, y1, . . . , yn)| ≤
n∑

i=1

ci|xi − yi|.

We note that iff is continuously differentiable on a suitable region, thenf will
beLip-qp.

A boundary conditiongi : R2 → R is said to beincreasing with respect to
region-qp if

(−1)i+1p(2n−2i)(0) ≤ x ≤ (−1)i+1q(2n−2i)(0),
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and
(−1)i+1p(2n−2i)(1) ≤ y ≤ (−1)i+1q(2n−2i)(1)

imply

gi(p
(2n−2i)(0), p(2n−2i)(1)) ≤ gi(x, y) ≤ gi(q

(2n−2i)(0), q(2n−2i)(1)) for i odd,

and

gi(q
(2n−2i)(0), q(2n−2i)(1)) ≤ gi(x, y) ≤ gi(p

(2n−2i)(0), p(2n−2i)(1)) for i even.

It should be noted that this condition is trivially satisfied ifgi is an increasing
function of both of its arguments.

Throughout the rest of this paper, we shall assume our boundary conditions
are Lipschitz. That is,

|gi(x1, x2)− gi(y1, y2)| ≤ c1i|x1 − y1|+ c2i|x2 − y2|

and
|hi(x1, x2)− hi(y1, y2)| ≤ c3i|x1 − y1|+ c4i|x2 − y2|,

for some constantscµν .
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3. Existence and Local Uniqueness
In this section, we present our main theorem, which establishes the existence
and local uniqueness of a solution to (1.1), (1.2) that lies between an upper and
lower solution.

Theorem 3.1. Assume

1. f(t, x1, . . . , xn) : [0, 1]×Rn → R is continuous;

2. f(t, x1, . . . , xn) is increasing in thexn−2k+1 variables fork ≥ 1;

3. f(t, x1, . . . , xn) is decreasing in thexn−2k variables fork ≥ 1.
Assume, in addition, there existq andp such that

(a) q andp are upper and lower solutions to (1.1), (1.2) respectively, so
that (−1)i+1p(2n−2i)(t) ≤ (−1)i+1q(2n−2i)(t) for all t ∈ [0, 1];

(b) f(t, x1, . . . , xn) is Lip-qp,

(c) Eachgi andhi is Lipschitz and increasing with respect to region-qp.

Then, if

max

{
n∑

i=1

(c1i + c2i + c3i + c4i) + Mj+1

n∑
i=1

ci| j = 0, . . . , n− 2

}
< 1,

there exists a unique solutionx(t) to (1.1), (1.2) such that

(−1)i+1p(2n−2i)(t) ≤ (−1)i+1x(2n−2i)t) ≤ (−1)i+1q(2n−2i)(t) for all t ∈ [0, 1]

andi = 1, 2, . . . , n.
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Proof. For1 ≤ j ≤ n, define

α2n−2j(y
(2n−2j)(t))

=

{
max{p(2n−2j)(t), min{y(2n−2j)(t), q(2n−2j)(t)}}, if j is odd,
max{q(2n−2j)(t), min{y(2n−2j)(t), p(2n−2j)(t)}}, if j is even,

wherey is a function defined on[0, 1]. If y(2n−2j) is continuous, thenα2n−2j is
continuous. Moreover,

(−1)i+1p(2n−2i)(t) ≤ (−1)i+1α2n−2i(y
(2n−2i)(t))

≤ (−1)i+1q(2n−2i)(t) for all t ∈ [0, 1]

andi = 1, 2, . . . , n. DefineF1 : [0, 1]× C2n−2[0, 1] → R by

F1(t, y, y′′, . . . , y(2n−2)) = f(t, α0(y(t)), . . . , α2n−2(y
(2n−2)(t))).

A tedious, but straight forward, computation shows eachα2n−2i is a non-expansive
function. Thus

∣∣F1(t, y, y′′, . . . , y(2n−2))− F1(t, z, z′′, . . . , z(2n−2))
∣∣ ≤ n∑

i=1

ci|y(2i−2)(t)−z(2i−2)(t)|.

F1 is also continuous. Choosec0 > 0 such that

max

{
n∑

i=1

(c1i + c2i + c3i + c4i) + Mj+1

n∑
i=1

ci|j = 0, . . . , n− 2

}
+ c0 < 1.
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Now defineF2 : [0, 1]× C2n−2[0, 1] → R by

F2(t, y, y′′, . . . , y(2n−2)) =



F1(t, y, y′′, . . . , y(2n−2)) + c0(y
(2n−2)(t)− q(2n−2)(t)),

if y(2n−2)(t) > q(2n−2)(t)

F1(t, y, y′′, . . . , y(2n−2)),
if p(2n−2)(t) ≤ y(2n−2)(t) ≤ q(2n−2)(t)

F1(t, y, y′′, . . . , y(2n−2))− c0(p
(2n−2)(t)− y(2n−2)(t)),

if y(2n−2)(t) < p(2n−2)(t)

ThenF2 is continuous. By considering various cases, it can be shown thatF2

satisfies∣∣F2(t, y, y′′, . . . , y(2n−2))− F2(t, z, z′′, . . . , z(2n−2))
∣∣

≤
n−1∑
i=1

ci|y(2i−2) − z(2i−2)|+ (cn + c0)|y(2n−2) − z(2n−2)|.

This showsF2 is also Lipschitz.
For 1≤ i ≤ n, define the bounded functionŝgi andĥi by

ĝi(y
(2i−2)(0), y(2i−2)(1)) = gi(α2i−2(y

(2i−2)(0)), α2i−2(y
(2i−2)(1)))

ĥi(y
(2i−2)(0), y(2i−2)(1)) = hi(α2i−2(y

(2i−2)(0)), α2i−2(y
(2i−2)(1))).

It can be shown that the fact thatgi andhi areLip-qp impliesĝi andĥi areLip-qp

http://jipam.vu.edu.au/
file:jehme@spelman.edu
file:hendej2@mail.auburn.edu
http://jipam.vu.edu.au/


Existence and Local
Uniqueness for Nonlinear
Lidstone Boundary Value

Problems

Jeffrey Ehme and
Johnny Henderson

Title Page

Contents

JJ II

J I

Go Back

Close

Quit

Page 15 of 21

J. Ineq. Pure and Appl. Math. 1(1) Art. 8, 2000

http://jipam.vu.edu.au

for the constantsc1i, c2i, c3i, c4i. DefineT : C2n−2[0, 1] → C2n−2[0, 1] by

Tx(t) =
n∑

i=1

ĝi(x
(2i−2)(0), x(2i−2)(1))pi(t)+

n∑
i=1

ĥi(x
(2i−2)(0), x(2i−2)(1))qi(t)

+

∫ 1

0

G(t, s)F2(s, x(s), x′′(s), . . . , x(2n−2)(s))ds.

For0 ≤ k ≤ 2n− 2, andx, y ∈ C2n−2[0, 1], it follows that∣∣(Tx)(k)(t)− (Ty)(k)(t)
∣∣

≤

∣∣∣∣∣
n∑

i=1

ĝi(x
(2i−2)(0), x(2i−2)(1))p

(k)
i (t)−

n∑
i=1

ĝi(y
(2i−2)(0), y(2i−2)(1))p

(k)
i (t)

+
n∑

i=1

ĥi(x
(2i−2)(0), x(2i−2)(1))q

(k)
i (t)−

n∑
i=1

ĥi(y
(2i−2)(0), y(2i−2)(1))q

(k)
i (t)

+

∫ 1

0

∂kG

∂tk
(t, s)F2(s, x(s), x′′(s), . . . , x(2n−2)(s))

−F2(s, y(s), y′′(s), . . . , y(2n−2)(s)) ds
∣∣

≤
n∑

i=1

(c1i|x(2i−2)(0)− y((2i−2)(0)|+ c2i|x(2i−2)(1)− y((2i−2)(1)|) · ||pi||

+
n∑

i=1

(c3i|x(2i−2)(0)− y((2i−2)(0)|+ c4i|x(2i−2)(1)− y((2i−2)(1)|) · ||qi||

+ Mk+1(
n−1∑
i=1

ci||x− y||+ (cn + c0)||x− y||)
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<
n∑

i=1

(c1i||x− y||+ c2i||x− y||) +
n∑

i=1

(c3i||x− y||+ c4i||x− y||)

+ Mk+1

(
n−1∑
i=1

ci||x− y||+ (cn + c0)||x− y||

)
(

n∑
i=1

(c1i + c2i + c3i + c4i) + Mk+1

(n−1∑
i=1

ci + (cn + c0)

))
||x− y||.

The choice ofc0 guarantees the above growth constant is strictly less than one.
As this is true for eachk, it follows T is a contraction and hence has a unique
fixed pointx.

We now demonstrateα2i−2(x
(2i−2)(t)) = x(2i−2)(t), for 1 ≤ i ≤ n. Suppose

there existst0 such thatx(2n−2) (t0) > q(2n−2) (t0) . Without loss of generality,
assumex(2n−2) (t0) − q(2n−2) (t0) is maximized. Ift0 = 0 then Lemma2.1
implies

x(2n−2) (0) = ĝn(x(2n−2)(0), x(2n−2)(1))

≤ ĝn(q(2n−2)(0), q(2n−2)(1))

= gn(q(2n−2)(0), q(2n−2)(1))

≤ q(2n−2)(0)

which is a contradiction. A similar argument applies ift0 = 1. Hencet0 ∈
(0, 1).
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Thus

0 ≥ x(2n) (t0)− q(2n) (t0)

≥ F2(t0, x (t0) , . . . , x(2n−2) (t0))− f(t0, q (t0) , . . . , q(2n−2) (t0))

≥ F1(t0, x (t0) , . . . , x(2n−2) (t0)) + c0|x(2n−2) (t0)− q(2n−2) (t0) |
− f(t0, q (t0) , . . . , q(2n−2) (t0))

≥ f(t0, q (t0) , . . . , q(2n−2) (t0)) + c0|x(2n−2) (t0)− q(2n−2) (t0) |
− f(t0, q (t0) , . . . , q(2n−2) (t0))

> 0

where use was made of the increasing/decreasing properties ofF1 andf. This
contradiction showsx(2n−2)(t) ≤ q(2n−2)(t) for all t. A similar argument es-
tablishesp(2n−2)(t) ≤ x(2n−2)(t). Now supposex(2n−4)(t0) < q(2n−4)(t0). The
same argument using the boundary conditions can be used to establisht0 6= 0, 1.
Thus using Lemma2.2,

x(2n−4)(t)− q(2n−4)(t) = (x(2n−4)(0)− q(2n−4)(0))(1− t) + (x(2n−4)(1)

− q(2n−4)(1))t

+

∫ 1

0

H(t, s)(x(2n−2)(s)− q(2n−2)(s))ds

≥ 0

for t0 ∈ (0, 1). Thusx(2n−4)(t) ≥ q(2n−4)(t) for all t0 ∈ [0, 1]. A similar
argument establishesp(2n−4)(t) ≥ x(2n−4)(t) for all t0 ∈ [0, 1]. Continuing in
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this manner, we obtain

(−1)i+1p(2n−2i)(t) ≤ (−1)i+1x(2n−2i)t) ≤ (−1)i+1q(2n−2i)(t) for all t ∈ [0, 1]

and i = 1, 2, . . . , n, which is equivalent toα2i−2(x
(2i−2)(t)) = x(2i−2)(t), for

1 ≤ i ≤ n. But this in turn implies

F2(t, x, x′′, . . . , x(2n−2)) = f(t, x, x′′, . . . , x(2n−2)),

ĝi(x
(2i−2)(0), x(2i−2)(1)) = gi(α2i−2(x

(2i−2)(0)), α2i−2(x
(2i−2)(1))),

ĥi(x
(2i−2)(0), x(2i−2)(1)) = hi(α2i−2(x

(2i−2)(0)), α2i−2(x
(2i−2)(1))).

This impliesx is a solution to (1.1), (1.2) satisfying the appropriate bounds.
Supposez is another solution to (1.1), (1.2) satisfying the appropriate bounds.

Then, it must be the case thatα2i−2(z
(2i−2)(t)) = z(2i−2)(t), for 1 ≤ i ≤ n.

Lemma2.1coupled with the definition ofF2, ĝi, andĥi imply Tz = z. But T
has a unique fixed point, hencex = z.
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