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AbSTRACT. By using subtraction-free expressions, we are able to provide a new proof of the Turán inequalities for the Taylor coefficients of a real entire function when the zeros belong to a specified sector.

Key words and phrases: Turán inequalities, Subtraction-free expressions, Riemann zeta function, Zero-free region.
2000 Mathematics Subject Classification. 11M26, 30C15, 26D10.

## 1. INTRODUCTION

In the study of entire functions it is natural to ask whether simple conditions on the Taylor coefficients of a function can be used to determine the location of its zeros. For example, let $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}$ for $\operatorname{Re}(s)>1$ be the Riemann zeta function. The meromorphic continuation of $\zeta(s)$ to $\mathbb{C}$ has a simple pole at $s=1$ and has simple zeros at the negative even integers. The Riemann $\xi$-function is defined by

$$
\xi(s)=\frac{1}{2} s(s-1) \pi^{-s / 2} \Gamma(s / 2) \zeta(s) .
$$

Note that $\Gamma(s / 2)$ has simple poles at the non-positive even integers. It is relatively straightforward to show that $\xi(s)$ is an entire function satisfying $\xi(s)=\xi(1-s)$ for all complex $s$ and that the zeros of $\xi(s)$ satisfy $0 \leq \operatorname{Re}(s) \leq 1$. The prime number theorem is equivalent to the fact that the zeros of $\xi(s)$ satisfy the strict inequality $0<\operatorname{Re}(s)<1$, and the Riemann hypothesis is the conjecture that all of the zeros of $\xi(s)$ are on the line $\operatorname{Re}(s)=1 / 2$. The $\xi$-function has a Taylor series representation

$$
\xi(1 / 2+i z)=\sum_{k=0}^{\infty}(-1)^{k} a_{k} \frac{z^{2 k}}{(2 k)!},
$$

[^0]where $a_{k}>0$ for all $k$, and it is possible to state inequality conditions on the coefficients $a_{k}$ in this representation of $\xi(s)$ that are equivalent to the Riemann hypothesis (see for example [5], [6], [7]). However, to date, the verification of such strong conditions has been intractable. Instead, it is reasonable to consider weaker conditions on the $a_{k}$ that would be necessary should the Riemann hypothesis be true. It is known that a necessary condition for the zeros of $\xi(s)$ to satisfy $\operatorname{Re}(s)=1 / 2$ is
\[

$$
\begin{equation*}
D_{k} \equiv(2 k+1) a_{k}^{2}-(2 k-1) a_{k-1} a_{k+1} \geq 0, \quad k \geq 1 \tag{1.1}
\end{equation*}
$$

\]

The set of inequalities in (1.1) is an example of a class of inequalities called Turán-type inequalities which we will explain in more detail in $\$ 3$ and $\S 4$.

The Turán inequalities for $\xi(s)$ have been studied by several authors. Matiyasevitch [10] outlined a proof of the positivity of $D_{k}$. In [3], Csordas, Norfolk, and Varga gave a complete proof that $D_{k}>0$ for all $k \geq 1$. Csordas and Varga improved their earlier proof in [4]. Conrey and Ghosh [1] studied Turán inequalities for certain families of cusp forms. The argument of Csordas and Varga in [4] is based on an integral representation of $D_{k}$ as

$$
\begin{equation*}
D_{k}=\frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u^{2 k} v^{2 k} \Phi(u) \Phi(v)\left\{\left(v^{2}-u^{2}\right) \int_{u}^{v}\left(-\frac{\Phi^{\prime}(t)}{t \Phi(t)}\right)^{\prime} d t\right\} d u d v \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(u)=\sum_{n=1}^{\infty}\left(4 n^{4} \pi^{2} e^{9 u / 2}-6 n^{2} \pi e^{5 u / 2}\right) e^{-n^{2} \pi e^{2 u}} \tag{1.3}
\end{equation*}
$$

A long, detailed argument shows that the integrand of the innermost integral in (1.2) is positive, proving the Turán inequalities for $\xi(s)$. This important result relies heavily on the representation of $\Phi(u)$ in (1.3), making the generalization to other $\xi$-functions from number theory difficult.

In this paper, we study the Turán inequalities from a different point of view. Our main result is to represent the Turán inequalities in terms of subtraction-free expressions. This allows us to derive, as corollaries, several previously known results. Our method of proof is more combinatorial and algebraic in nature than the previously used analytic method which relied on the Gauss-Lucas theorem about the location of the zeros of the derivative of a polynomial.

## 2. Statement of Main Results

Let $G(z)$ be a real entire function of genus 0 of the form

$$
G(z)=\prod_{k}\left(1+\rho_{k} z\right)=\sum_{n=0}^{\infty} a_{n} \frac{z^{n}}{n!},
$$

where the numbers $\rho_{k}$ are the negative reciprocal roots of $G(z)$. It is notationally simpler to work with the negative reciprocal roots rather than with the roots themselves. Denote the set of these negative reciprocal roots (with repetitions allowed) as $R$. The set $R$ may be either infinite or finite, and we are interested in both cases. Since $G(z)$ is a real entire function, if $\rho \in R$, either $\rho$ is real or the complex conjugate $\bar{\rho}$ is also in $R$. If $0 \leq\left|\operatorname{Im}\left(\rho_{k}\right)\right|<\operatorname{Re}\left(\rho_{k}\right)$ for all $k$, we will show in Theorem 2.2 that the strict Turán inequalities hold for $G(z)$, i.e.,

$$
a_{n}^{2}-a_{n-1} a_{n+1}>0
$$

for $1 \leq n \leq|R|$.
The Taylor coefficient $a_{n}$, expressed in terms of the negative reciprocal roots, is

$$
a_{n}=n!s_{R}(n)
$$

where $s_{R}(n)$ is the $n$th elementary symmetric function formed from the elements of $R$. That is,

$$
s_{R}(n)=\sum_{i_{1}<\cdots<i_{n}} \rho_{i_{1}} \cdots \rho_{i_{n}}
$$

where the summation is over all possible strictly increasing lists of indices of length $n$. The expression $a_{n}^{2}-a_{n-1} a_{n+1}$ becomes

$$
a_{n}^{2}-a_{n-1} a_{n+1}=n!(n-1)!\left[n s_{R}(n)^{2}-(n+1) s_{R}(n-1) s_{R}(n+1)\right]
$$

which we wish to be positive. It will be convenient to define a symmetric function $s_{R}(n, k)$ related to the elementary symmetric functions $s_{R}(n)$ that naturally arises when forming products of elementary symmetric functions. Let

$$
\begin{equation*}
s_{R}(n, k)=\sum_{\substack{i_{1} \leq \ldots \leq i_{n} \\ k \text { repectitions }}} \rho_{i_{1}} \cdots \rho_{i_{n}} \tag{2.1}
\end{equation*}
$$

where the summation is taken over all lists of indices of the form

$$
\begin{equation*}
i_{1} \leq i_{2} \leq \cdots \leq i_{n} \tag{2.2}
\end{equation*}
$$

such that $k$ of the values are repeated exactly twice. In other words, $k$ of the relations in (2.2) are equal signs, the remaining $n-1-k$ relations are strict inequalities, and no two consecutive relations are equal signs. Note that

$$
s_{R}(n)=s_{R}(n, 0)
$$

We follow the convention that $s_{R}(m, k)=0$ whenever its defining summation (2.1) is empty.
Example 2.1. If $A=\left\{\rho_{1}, \rho_{2}, \rho_{3}\right\}$, then

$$
s_{A}(3,1)=\rho_{1}^{2} \rho_{2}+\rho_{1}^{2} \rho_{3}+\rho_{1} \rho_{2}^{2}+\rho_{2}^{2} \rho_{3}+\rho_{1} \rho_{3}^{2}+\rho_{2} \rho_{3}^{2}
$$

since the list of all possible ways to write ascending lists of the indices $\{1,2,3\}$ with exactly one repetition is

$$
1=1<2, \quad 1=1<3, \quad 1<2=2, \quad 2=2<3, \quad 1<3=3, \quad 2<3=3
$$

The following theorem represents the Turán expression $a_{n}^{2}-a_{n-1} a_{n+1}$ as a linear combination of the symmetric functions $s_{R}(n, k)$ in which all the coefficients are nonnegative. We refer to such a sum as a subtraction-free expression.

Theorem 2.1 (Subtraction-Free Expressions). The Turán expression $a_{n}^{2}-a_{n-1} a_{n+1}$ may be written in terms of the symmetric functions $s_{R}(m, k)$ as

$$
\begin{equation*}
a_{n}^{2}-a_{n-1} a_{n+1}=n!(n-1)!\sum_{k=1}^{n} \frac{k}{n+1-k}\binom{2 n-2 k}{n-k} s_{R}(2 n, k) . \tag{2.3}
\end{equation*}
$$

As a consequence of Theorem 2.1, we are able to obtain a new proof of the following previously known result without appealing to the Gauss-Lucas theorem on the location of the roots of the derivative of a polynomial.
Theorem 2.2. Let $G(z)$ be a real entire function with product and series representations

$$
G(z)=\prod_{k}\left(1+\rho_{k} z\right)=\sum_{n=0}^{\infty} a_{n} \frac{z^{n}}{n!}
$$

and suppose that $0 \leq\left|\operatorname{Im}\left(\rho_{k}\right)\right|<\operatorname{Re}\left(\rho_{k}\right)$ for all $k$. Then, the Turán inequalities

$$
a_{n}^{2}-a_{n-1} a_{n+1}>0
$$

hold for all $n \geq 1$ if $G(z)$ has infinitely many roots and for $1 \leq n \leq d$ if $G(z)$ is a polynomial of degree $d$.

Notice that the hypothesis of Theorem 2.2 requires $G$ to have a genus 0 Weierstrass product which is equivalent to saying that $\sum_{k}\left|\rho_{k}\right|$ converges. Since the coefficients $a_{n}$ are real, the non-real zeros of $G$ occur in complex conjugate pairs. The condition $0 \leq\left|\operatorname{Im}\left(\rho_{k}\right)\right|<\operatorname{Re}\left(\rho_{k}\right)$ on the negative reciprocal roots of $G(z)$ is the same as saying that all of the zeros of $G$ belong to the wedge shaped region

$$
\{z \in \mathbb{C} \mid z \neq 0 \text { and } 3 \pi / 4<\arg (z)<5 \pi / 4\} .
$$

Our main interest is to apply Theorem 2.2 to the entire function $\xi_{K}(s)$ associated with the Dedekind zeta function $\zeta_{K}(s)$, where $K$ is a number field. It is known that the function $\xi_{K}(s)$ is entire, has all zeros in the critical strip $0 \leq \operatorname{Re}(s) \leq 1$, and satisfies the functional equation $\xi_{K}(s)=\xi_{K}(1-s)$. For the general theory of the Dedekind $\zeta$-functions and $\xi$-functions, see [8, Ch.13] or [11, Ch.7]. As a consequence of Theorem 2.2] we are able to deduce the following result about $\xi_{K}(s)$ :

Corollary 2.3. Let $s=1 / 2+i z$ and write

$$
\xi_{K}(s)=\xi_{K}(1 / 2+i z)=\sum_{k=0}^{\infty}(-1)^{k} a_{k} \frac{z^{2 k}}{(2 k)!} .
$$

If $\xi_{K}(s)$ has no zeros in the closed triangular region determined by the three points

$$
1 / 2, \quad 1, \quad 1+\left(\frac{1+\sqrt{2}}{2}\right) i,
$$

then the (strict) Turán inequalities

$$
(2 k+1) a_{k}^{2}-(2 k-1) a_{k-1} a_{k+1}>0
$$

hold for $k \geq 1$.
The organization of the remainder of this paper is as follows: In $\$ 3$ we recall several relevant facts about the Turán inequalities. In $\$ 4$ we discuss how these inequalities are applicable to even real entire functions and to the study of Dedekind zeta functions. Proofs of Theorems 2.1 and 2.2 and Corollary 2.3 are given in $\$ 5$ For the interested reader, in $\$ 6$, we outline the original proof of Theorem 2.2 based on the Gauss-Lucas theorem. Finally, in $\$ 7$ we state several questions for further study.

## 3. The Laguerre-Pólya class and Turán inequalities

In this section we will review a few facts about the Laguerre-Pólya class and the Turán inequalities.

In the study of real entire functions having only real zeros, it is natural to begin with the simplest case: real polynomials with only real zeros. The set of functions obtained as uniform limits on compact sets of such polynomials is called the Laguerre-Pólya class, denoted $\mathcal{L P}$. It is known (see [9, Ch.8,Thm.3]) that a real entire function $f(z)=\sum_{n=0}^{\infty} c_{n} \frac{z^{n}}{n!}$ is in $\mathcal{L P}$ if and only if it has a Weierstrass product representation of the form

$$
f(z)=c z^{n} e^{\alpha z-\beta z^{2}} \prod_{k}\left(1-\frac{z}{\alpha_{k}}\right) e^{z / \alpha_{k}}
$$

where $c, \alpha, \beta, \alpha_{k} \in \mathbb{R}, n \in \mathbb{Z}, n \geq 0, \beta \geq 0$, and $\alpha_{k} \neq 0$. Note that, if $\beta=0$, the genus of $f(z)$ is 0 or 1 . The subset of $\mathcal{L P}$ such that all the Taylor coefficients satisfy $c_{n} \geq 0$ is denoted
by $\mathcal{L P}{ }^{+}$. The derivative of the logarithmic derivative of $f(z)$ is

$$
\left(\frac{f^{\prime}(z)}{f(z)}\right)^{\prime}=\frac{f^{\prime \prime}(z) f(z)-f^{\prime 2}}{f(z)^{2}}=-\frac{n}{z^{2}}-2 \beta-\sum_{k} \frac{1}{\left(z-\alpha_{k}\right)^{2}} .
$$

Consequently, for real $z$,

$$
f^{\prime 2}-f(z) f^{\prime \prime}(z) \geq 0
$$

Since the derivative of a function in $\mathcal{L P}$ is also in $\mathcal{L P}$,

$$
\begin{equation*}
f^{(k)}(z)-f^{(k-1)}(z) f^{(k+1)}(z) \geq 0 \tag{3.1}
\end{equation*}
$$

for all real $z$ and all $k=1,2,3, \ldots$. The inequalities in (3.1) are sometimes called the Laguerre inequalities.

As a consequence of (3.1), if $f(z)=\sum_{k=0}^{\infty} a_{k} \frac{z^{k}}{k!}$ is a real entire function of genus 0 or 1 , a necessary condition for $f(z)$ to belong to $\mathcal{L P}$ is that

$$
\begin{equation*}
a_{k}^{2}-a_{k-1} a_{k+1} \geq 0 \quad(k \geq 1) \tag{3.2}
\end{equation*}
$$

Definition 3.1. The inequalities in (3.2) are called the Turán inequalities. We say that $f(z)$ satisfies the strict Turán inequalities if

$$
a_{k}^{2}-a_{k-1} a_{k+1}>0
$$

for all $k \geq 1$ when $f(z)$ is a transcendental function or for $1 \leq k \leq n$ if $f(z)$ is a polynomial of degree $n$.

## 4. Turán Inequalities for Even Real Entire Functions

Consider a real entire function of genus 0 or 1 of the form

$$
F(z)=\sum_{k=0}^{\infty}(-1)^{k} a_{k} \frac{z^{2 k}}{(2 k)!}
$$

where $a_{k}>0$ for $k \geq 0$. The Turán inequalities (3.2) are trivially true for $F(z)$. We wish to find a nontrivial application of the Turán inequalities to the function $F(z)$. We define a companion function $G(w)$ by making the substitution $-z^{2} \mapsto w$.

$$
\begin{equation*}
F(z)=\sum_{k=0}^{\infty} a_{k} \frac{\left(-z^{2}\right)^{k}}{(2 k)!} \longleftrightarrow G(w)=\sum_{k=0}^{\infty} \frac{k!a_{k}}{(2 k)!} \frac{w^{k}}{k!} \tag{4.1}
\end{equation*}
$$

The series $F(z)$ in powers of $z^{2}$ has alternating coefficients while the associated series $G(w)$ in powers of $w$ has positive coefficients. Observe that $F(z)$ has only real zeros if and only if $G(w)$ has only negative real zeros. Thus we consider the Turán inequalities for the companion function $G(w)$ :

$$
b_{k}^{2}-b_{k-1} b_{k+1} \geq 0 \quad(k \geq 1)
$$

which hold if and only if

$$
\begin{equation*}
(2 k+1) a_{k}^{2}-(2 k-1) a_{k-1} a_{k+1} \geq 0 \quad(k \geq 1) \tag{4.2}
\end{equation*}
$$

This explains condition (1.1) as a necessary condition for the Riemann hypothesis since $\xi(1 / 2+$ $i z)$ is an even entire function of genus 1 with alternating coefficients.
Definition 4.1. For an even entire function $F(z)$ with alternating coefficients, as in 4.1), we will refer to the inequalities (4.2) as the Turán inequalities for $F(z)$.

The following fundamental example helped us to discover our proof of Theorem 2.2.

Example 4.1. Let $F(z)$ be the monic polynomial with roots $\pm \alpha \pm \beta i$ where $\alpha, \beta \geq 0$. Then

$$
F(z)=\underbrace{\left(\alpha^{2}+\beta^{2}\right)^{2}}_{a_{0}}-\underbrace{4\left(\alpha^{2}-\beta^{2}\right)}_{a_{1}} \frac{z^{2}}{2!}+\underbrace{24}_{a_{2}} \frac{z^{4}}{4!} .
$$

The coefficients alternate signs provided that $\alpha>\beta$, which we assume to be the case. What additional hypothesis ensures that $F(z)$ satisfies the Turán inequalities? The only interesting inequality would be $(2 k+1) a_{k}^{2}-(2 k-1) a_{k-1} a_{k+1} \geq 0$ with $k=1$ (if this is possible). A short computation gives

$$
3 a_{1}^{2}-a_{0} a_{2}=24\left[(\sqrt{2}+1) \alpha^{2}-(\sqrt{2}-1) \beta^{2}\right]\left[(\sqrt{2}-1) \alpha^{2}-(\sqrt{2}+1) \beta^{2}\right] .
$$

Since $\alpha>\beta$, the quantity $(\sqrt{2}+1) \alpha^{2}-(\sqrt{2}-1) \beta^{2}$ is strictly positive. Then

$$
(\sqrt{2}-1) \alpha^{2}-(\sqrt{2}+1) \beta^{2}>0 \quad \Leftrightarrow \quad \alpha>(1+\sqrt{2}) \beta .
$$

Thus, the strict Turán inequalities hold for $F(z)$ if and only if $\alpha>(1+\sqrt{2}) \beta$.
Since $\tan (\pi / 8)=-1+\sqrt{2}=(1+\sqrt{2})^{-1}$, the strict Turán inequalities hold for $F(z)$ if and only if the four roots of $F(z)$ lie in the region

$$
\{z \in \mathbb{C} \mid z \neq 0 \text { and }-\pi / 8<\arg (z)<\pi / 8 \text { or } 7 \pi / 8<\arg (z)<9 \pi / 8\}
$$

if and only if the two roots of the companion polynomial $G(w)$, defined in (4.1), lie in the region

$$
\{w \in \mathbb{C} \mid w \neq 0 \text { and } 3 \pi / 4<\arg (w)<5 \pi / 4\}
$$

## 5. Proofs of Theorems 2.1 and 2.2 and Corollary 2.3

In this section we will prove Theorems 2.1 and 2.2 and Corollary 2.3. Let $G(z)$ be a real entire function of genus 0 of the form

$$
G(z)=\prod_{k}\left(1+\rho_{k} z\right)=\sum_{n=0}^{\infty} a_{n} \frac{z^{n}}{n!},
$$

where the numbers $\rho_{k}$ are the negative reciprocal roots of $G(z)$. The set of these negative reciprocal roots (with repetitions allowed) is denoted as $R$. The Taylor coefficient $a_{n}$, expressed in terms of the negative reciprocal roots, is

$$
a_{n}=n!s_{R}(n)
$$

where $s_{R}(n)$ is the $n$th elementary symmetric function formed from the elements of $R$. Recall from equation (2.1) that we define the symmetric function $s_{R}(n, k)$ as

$$
s_{R}(n, k)=\sum_{\substack{i_{1} \leq \ldots \leq i_{n} \\ k \text { repetitions }}} \rho_{i_{1}} \cdots \rho_{i_{n}}
$$

where the summation is taken over all lists of indices of the form

$$
\begin{equation*}
i_{1} \leq i_{2} \leq \cdots \leq i_{n} \tag{5.1}
\end{equation*}
$$

such that $k$ of the values are repeated exactly twice. In (5.1), $k$ of the relations are equal signs, the remaining $n-1-k$ relations are strict inequalities, and no two consecutive relations are equal signs. We consider $s_{R}(m, k)=0$ whenever its defining summation (2.1) is empty. Several of these trivial cases are listed in Lemma5.1.
Lemma 5.1. $s_{R}(m, k)=0$ in all of the following cases:
(i) if $m<1$ or $k<0$,
(ii) if $k>m / 2$ since there can be at most $m / 2$ repeated values in an ascending list of length $m$,
(iii) if $m-k>|R|$ since the length of an ascending list can be at most $|R|$.

Thus, necessary conditions for $s_{R}(m, k)$ to be nonzero are

$$
m \geq 1 \quad \text { and } \quad 0 \leq 2 k \leq m \leq|R|+k .
$$

The next lemma shows how to express the product of two elementary symmetric functions in terms of the functions $s_{R}(m, k)$.

Lemma 5.2. Let $0 \leq m \leq n$. Then

$$
s_{R}(m) s_{R}(n)=\sum_{k=0}^{m}\binom{m+n-2 k}{m-k} s_{R}(m+n, k) .
$$

Proof. Each term in the product of the sums $s_{R}(m)$ and $s_{R}(n)$ is a term in the sum $s_{R}(m+n, k)$ for some $k$ with $0 \leq k \leq m$. Conversely, each term in the sum $s_{R}(m+n, k)$ with $0 \leq k \leq m$ is obtainable as a product of terms from the sums $s_{R}(m)$ and $s_{R}(n)$. We need to count how often this happens. A given term $\rho_{\ell_{1}} \cdots \rho_{\ell_{m+n}}$ containing exactly $k$ repeated indices can be obtained as the product of $\rho_{i_{1}} \cdots \rho_{i_{m}}$ and $\rho_{j_{1}} \cdots \rho_{j_{n}}$ each of which shares $k$ indices. The terms in the product $\rho_{i_{1}} \cdots \rho_{i_{m}}$ contain the $k$ repeated terms as well as $m-k$ terms chosen from among the $m+n-2 k$ non-repeated terms of $\rho_{\ell_{1}} \cdots \rho_{\ell_{m+n}}$. The choice of $\rho_{i_{1}} \cdots \rho_{i_{m}}$ determines the choice of $\rho_{j_{1}} \cdots \rho_{j_{n}}$. So, there are $\binom{m+n-2 k}{m-k}$ ways to obtain the product $\rho_{\ell_{1}} \cdots \rho_{\ell_{m+n}}$.

We will now prove Theorem 2.1 by representing the Turán expression $a_{n}^{2}-a_{n-1} a_{n+1}$ as a linear combination of the symmetric functions $s_{R}(m, k)$ having nonnegative coefficients. In other words, $a_{n}^{2}-a_{n-1} a_{n+1}$ can be written as a subtraction-free expression.

Proof of Theorem [2.1] Since $a_{m}=m!s_{R}(m)$,

$$
a_{n}^{2}-a_{n-1} a_{n+1}=n!(n-1)!\left[n s_{R}(n)^{2}-(n+1) s_{R}(n-1) s_{R}(n+1)\right] .
$$

Applying Lemma5.2 to the expression on the right gives

$$
\begin{aligned}
& n s_{R}(n)^{2}-(n+1) s_{R}(n-1) s_{R}(n+1) \\
& =n \sum_{k=0}^{n}\binom{2 n-2 k}{n-k} s_{R}(2 n, k)-(n+1) \sum_{k=0}^{n-1}\binom{2 n-2 k}{n+1-k} s_{R}(2 n, k) \\
& =n s_{R}(2 n, n)+\sum_{k=0}^{n-1}\left[n\binom{2 n-2 k}{n-k}-(n+1)\binom{2 n-2 k}{n+1-k}\right] s_{R}(2 n, k) \\
& =\sum_{k=1}^{n} \frac{k}{n+1-k}\binom{2 n-2 k}{n-k} s_{R}(2 n, k) .
\end{aligned}
$$

Lemma 5.3, below, will provide conditions under which $s_{R}(n, k)$ is positive when its defining sum is not empty as in Lemma 5.1. Then the subtraction-free expression in Theorem 2.1 is also positive.
Lemma 5.3. Let A be a nonempty set (finite or countable) of nonzero complex numbers (with repetitions allowed) such that
(1) if $\rho \in A$, then $\bar{\rho} \in A$ with the same multiplicity,
(2) if $\rho \in A$, then $0 \leq|\operatorname{Im}(\rho)|<\operatorname{Re}(\rho)$, and
(3) $\sum_{\rho \in A}|\rho|<\infty$.

Then, $s_{A}(m, k)>0$ whenever $m>0$ and $0 \leq 2 k \leq m \leq|A|+k$.
Note that the condition on the negative reciprocal roots in Lemma 5.3 coincides with the condition in the statement of Theorem 2.2. The third condition, $\sum_{\rho \in A}|\rho|<\infty$, guarantees convergence of the product $\prod_{\rho \in A}(1+\rho z)$ and convergence of the sum $S_{A}(m, k)$ when $A$ is an infinite set.

Proof. If $A$ is a finite set, we will prove the lemma by induction on the cardinality of $A$. The case in which $A$ is an infinite set will follow immediately from the finite case.

First, suppose $A=\{\rho\}$ consists of a single positive number. Since $|A|=1$, the set of possible choices for $(m, k)$ is $\{(1,0),(2,1)\}$. Then

$$
\begin{aligned}
& s_{A}(1,0)=\rho>0 \\
& s_{A}(2,1)=\rho^{2}>0
\end{aligned}
$$

The lemma holds in this case. Next, suppose $A=\{\rho, \bar{\rho}\}$ and $0 \leq|\operatorname{Im}(\rho)|<\operatorname{Re}(\rho)$. Since $|A|=2$, the set of all possible choices for $(m, k)$ is

$$
\{(1,0),(2,0),(2,1),(3,1),(4,2)\}
$$

Then

$$
\begin{aligned}
& s_{A}(1,0)=\rho+\bar{\rho}=2 \operatorname{Re}(\rho)>0 \\
& s_{A}(2,0)=\rho \bar{\rho}=|\rho|^{2}>0 \\
& s_{A}(2,1)=\rho^{2}+\bar{\rho}^{2}=2\left[\operatorname{Re}(\rho)^{2}-\operatorname{Im}(\rho)^{2}\right]>0 \\
& s_{A}(3,1)=\rho^{2} \bar{\rho}+\rho \bar{\rho}^{2}=2|\rho|^{2} \operatorname{Re}(\rho)>0 \\
& s_{A}(4,2)=\rho^{2} \bar{\rho}^{2}=|\rho|^{4}>0
\end{aligned}
$$

The lemma also holds in this case.
Let $A$ be a finite set (with repetitions allowed) as in the statement of the lemma. Assume, by way of induction, that the lemma holds for the set $A$. Thus, $s_{A}(n, \ell)>0$ whenever $n>1$ and $0 \leq 2 \ell \leq n \leq|A|+\ell$. Let $\rho$ be a positive number and let $B=A \cup\{\rho\}$. From the definition of $s_{B}(m, k)$, it follows that

$$
\begin{equation*}
s_{B}(m, k)=s_{A}(m, k)+\rho s_{A}(m-1, k)+\rho^{2} s_{A}(m-2, k-1) \tag{5.2}
\end{equation*}
$$

Choose the pair $(m, k)$ so that $m \geq 1$ and $0 \leq 2 k \leq m \leq|B|+k$. By the induction hypothesis, each term on the right hand side of equation (5.2) is either positive or zero. Potentially, some of the terms on the right hand side of $(5.2)$ could be zero by Lemma 5.1 . It will suffice to show that at least one term is positive. Let

$$
L_{A}=\{(m, k) \mid 0<m \quad \text { and } \quad 0 \leq 2 k \leq m \leq|A|+k\}
$$

and let $L_{B}$ be similarly defined. Since $|A|<|B|=|A|+1, L_{A} \subset L_{B}$. If $(m, k) \in L_{A}$, then $s_{A}(m, k)>0$ which implies that $s_{B}(m, k)>0$. Now, assume $(m, k) \in L_{B}$ but $(m, k) \notin L_{A}$. In this case, $m=|A|+1+k$ where $0 \leq k \leq|A|+1$. If $m=|A|+1+k$ and $0 \leq k \leq|A|$, the pair $(m-1, k)=(|A|+k, k)$ is in $L_{A}$. Then $s_{A}(m-1, k)>0$ which implies, by (5.2), that $s_{B}(m, k)>0$. If $m=|A|+1+k$ and $k=|A|+1$, the pair $(m-2, k-1)$ is in $L_{A}$. Then $s_{A}(m-2, k-1)>0$ so that $s_{B}(m, k)>0$. This proves that the lemma holds when the set $A$ is enlarged by adjoining a positive real number.

Next we will enlarge $A$ by adjoining a pair $\{\rho, \bar{\rho}\}$. Let $C=A \cup\{\rho, \bar{\rho}\}$ where $0 \leq|\operatorname{Im}(\rho)|<$ $\operatorname{Re}(\rho)$. From the definition of $s_{C}(m, k)$ it follows that

$$
\begin{align*}
& s_{C}(m, k)=s_{A}(m, k)+(\rho+\bar{\rho}) s_{A}(m-1, k)  \tag{5.3}\\
& \quad+\rho \bar{\rho} s_{A}(m-2, k)+\left(\rho^{2}+\bar{\rho}^{2}\right) s_{A}(m-2, k-1) \\
& \quad+\rho \bar{\rho}(\rho+\bar{\rho}) s_{A}(m-3, k-1)+\rho^{2} \bar{\rho}^{2} s_{A}(m-4, k-2)
\end{align*}
$$

Choose the pair $(m, k)$ so that $m \geq 1$ and $0 \leq 2 k \leq m \leq|C|+k$. By the induction hypothesis, each term on the right hand side of equation (5.3) is nonnegative. It will suffice to show that at least one term is positive. If $(m, k) \in L_{A}$, then $s_{A}(m, k)>0$ so that $s_{C}(m, k)>0$. If $(m, k) \in L_{C}$, but $(m, k) \notin L_{A}$, then $m=|A|+1+k$ where $0 \leq k \leq|A|+1$ or $m=|A|+2+k$ where $0 \leq k \leq|A|+2$. The case $m=|A|+1+k$ is exactly the same as in the previous paragraph. If $m=|A|+2+k$ and $0 \leq k \leq|A|$, then $(m-2, k)$ is in $L_{A}$ so that $s_{A}(m-2, k)>0$ and $s_{B}(m, k)>0$. If $m=|A|+2+k$ and $k=|A|+1$, then $(m-2, k-1)$ is in $L_{A}$ so that $s_{A}(m-2, k-1)>0$ and $s_{C}(m, k)>0$. If $m=|A|+2+k$ and $k=|A|+2$, then $(m-4, k-2)$ is in $L_{A}$ so that $s_{A}(m-4, k-2)>0$ and $s_{C}(m, k)>0$. This proves that the lemma holds when the set $A$ is enlarged by adjoining a pair $\{\rho, \bar{\rho}\}$. Thus, the lemma holds if $A$ is a finite set.

Suppose now that $A$ is an infinite set (with repetitions allowed) as in the statement of the lemma and suppose $0 \leq 2 k \leq m$. Let

$$
B_{1} \subset B_{2} \subset B_{3} \subset \ldots
$$

be a sequence of finite subsets of $A$ satisfying the hypotheses in the lemma such that $A=$ $\cup_{n=1}^{\infty} B_{n}$. Then

$$
\lim _{n \rightarrow \infty} s_{B_{n}}(m, k)=s_{A}(m, k) .
$$

The nonnegativity of each term on the right hand sides of equations (5.2) and (5.3) implies that

$$
s_{B_{1}}(m, k) \leq s_{B_{2}}(m, k) \leq s_{B_{3}}(m, k) \leq \cdots \leq s_{A}(m, k) .
$$

Since $s_{B_{n}}(m, k)>0$ as soon as $\left|B_{n}\right|$ is sufficiently large, it follows that $s_{A}(m, k)>0$. Therefore, the lemma also holds when $A$ is an infinite set.

Combining Theorem 2.1 and Lemma 5.3 immediately gives Theorem 2.2 .
For Corollary 2.3, we recall from analytic number theory that the Dedekind $\xi$-function for a finite extension $K$ of $\mathbb{Q}$ has a Taylor series representation of the form

$$
\xi_{K}(1 / 2+i z)=\sum_{k=0}^{\infty}(-1)^{k} a_{k} \frac{z^{2 k}}{(2 k)!},
$$

where $a_{k}>0$ for all $k$. Then $\xi_{K}(1 / 2+i z)$ is a real entire function with alternating coefficients to which Theorem 2.2 applies. By standard facts from analytic and algebraic number theory, $\xi_{K}(s)$ has no zeros outside the closed strip $0 \leq \operatorname{Re}(s) \leq 1$, and the prime number theorem, generalized to number fields, is equivalent to the fact there are no zeros outside the open strip $0<\operatorname{Re}(s)<1$. Combining this with Theorem 2.2 shows that the strict Turán inequalities hold for $\xi_{K}(1 / 2+i z)$ if there are no roots of $\xi_{K}(s)$ in the closed triangular region determined by the three points $1 / 2,1$, and $1+\left(\frac{1+\sqrt{2}}{2}\right) i$, which completes the proof.

## 6. Proof of Theorem 2.2 using the Gauss-Lucas Theorem

We will now briefly recall the proof of Theorem 2.2 that relies on the Gauss-Lucas theorem. This argument would have been known to researchers such as Jensen, Laguerre, Pólya, and Turán. (See, for example, Theorem 2.4.2 and Lemma 5.4.4 in [12]).

Let $f(z)$ be a real monic polynomial whose negative reciprocal roots lie in the sector $0 \leq$ $|\operatorname{Im}(z)|<\operatorname{Re}(z)$ as in Theorem 2.2. If the real roots are $r_{1}, \ldots, r_{m}$ and the complex roots are $\alpha_{1} \pm i \beta_{1}, \ldots, \alpha_{n} \pm i \beta_{n}$, then

$$
f(z)=\sum_{k=0}^{m+2 n} a_{k} \frac{z^{k}}{k!}=\prod_{j=1}^{m}\left(z-r_{j}\right) \prod_{k=1}^{n}\left(\left(z-\alpha_{k}\right)^{2}+\beta_{k}^{2}\right) .
$$

Taking the derivative of the logarithmic derivative of $f(z)$ results in

$$
\begin{equation*}
\frac{\left[f^{\prime 2}-f(z)\right] f^{\prime \prime}(z)}{f(z)^{2}}=\sum_{j=1}^{m} \frac{1}{\left(z-r_{j}\right)^{2}}+2 \sum_{k=1}^{n} \frac{\left(z-\alpha_{k}\right)^{2}-\beta_{k}^{2}}{\left[\left(z-\alpha_{k}\right)^{2}+\beta_{k}^{2}\right]^{2}} . \tag{6.1}
\end{equation*}
$$

The hypothesis causes the right hand side of (6.1) to be positive for $z=0$ giving

$$
a_{1}^{2}-a_{0} a_{2}>0 .
$$

The Gauss-Lucas theorem (see Theorem 2.1.1 in [12]) says that every convex set containing the zeros of $f(z)$ also contains the zeros of $f^{\prime}(z)$. Since the negative reciprocal roots of $f(z)$ belong to the sector $0 \leq|\operatorname{Im}(z)|<\operatorname{Re}(z)$, which is a convex region, the negative reciprocal roots of $f^{\prime}(z)$ also belong to that sector. By the previous argument applied to $f^{\prime}(z)$,

$$
a_{2}^{2}-a_{1} a_{3}>0 .
$$

Proceeding in this manner for the remaining derivatives of $f(z)$ proves the theorem.
Note that the original proof of Theorem 2.2 is not really shorter than our proof. Including the details of the proof of the Gauss-Lucas theorem and its extension to transcendental entire functions would make the argument as long and complicated as our new proof.

## 7. Questions for Further Study

We conclude the paper by stating several problems suggested by our studies.
In proving Theorem 2.1, we actually proved the stronger result (Lemma 5.3) that if the negative reciprocal roots $\rho_{k}$ of the real entire function

$$
G(z)=\prod_{k}\left(1+\rho_{k} z\right)=\sum_{n=0}^{\infty} a_{n} \frac{z^{n}}{n!}
$$

satisfy $0 \leq\left|\operatorname{Im}\left(\rho_{k}\right)\right|<\operatorname{Re}\left(\rho_{k}\right)$, then $s_{R}(m, k)>0$ whenever $m>0$ and $0 \leq 2 k \leq m \leq|R|+k$ where $R$ is the set of negative reciprocal roots (with repetitions allowed). In other words, we produced a stronger set of inequalities than the set of Turán inequalities since the Turán expressions were formed as subtraction-free expressions involving the symmetric functions $s_{R}(m, k)$.

Problem 7.1. Determine other interesting sets of inequalities related to the location of the zeros of $G(z)$ that naturally result from considering subtraction-free expressions.

To be more concrete, if $\phi(z)$ is a real entire function, set

$$
\mathcal{T}_{k}^{(1)}(\phi(z)):=\left(\phi^{(k)}(z)\right)^{2}-\phi^{(k-1)}(z) \phi^{(k+1)}(z) \quad \text { if } k \geq 1
$$

and for $n \geq 2$, set

$$
\mathcal{T}_{k}^{(n)}(\phi(z)):=\left(\mathcal{T}_{k}^{(n-1)}(\phi(z))\right)^{2}-\mathcal{T}_{k-1}^{(n-1)}(\phi(z)) \mathcal{T}_{k+1}^{(n-1)}(\phi(z)) \quad \text { if } k \geq n \geq 2
$$

For $\phi(z) \in \mathcal{L P}^{+}$(defined in §3) Craven and Csordas asked in [2] if it is true that

$$
\begin{equation*}
\mathcal{T}_{k}^{(n)}(\phi(z)) \geq 0 \tag{7.1}
\end{equation*}
$$

for all $z \geq 0$ and $k \geq n$. They refer to the inequalities in (7.1) as iterated Laguerre inequalities. Our own studies have suggested that $\left.\mathcal{T}_{k}^{(n)}(\phi(z))\right|_{z=0}$ can be expressed in terms of subtractionfree expressions. Hence we have the problem:
Problem 7.2. Represent $\left.\mathcal{T}_{k}^{(n)}(\phi(z))\right|_{z=0}$ in terms of subtraction-free expressions and determine sectors in $\mathbb{C}$ such that if the negative reciprocal roots belong to the sectors, then $\left.\mathcal{T}_{k}^{(n)}(\phi(z))\right|_{z=0} \geq$ 0 for certain values of $n$ and $k$ which depend on the sector.
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