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Abstract: We consider the following stochastic partial differential equation:
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for z € R% in dimension d > 3, where F(t,z) is a mean zero Gaussian noise with the singular

covariance
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Solutions u¢(dz) exist as singular measures, under suitable assumptions on the initial conditions
and for sufficiently small k. We investigate various properties of the solutions using such tools
as scaling, self-duality and moment formulae.
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1 Introduction

For readers who want to skip the motivation and definitions, the main results are summarized
in Subsection 1.3.

1.1 Background and Motivation

The parabolic Anderson problem is modeled by the following stochastic partial differential equa-
tion (SPDE):
ou

1 :
— =-A F. 1.1
5% = 3 U+ Ku (1.1)

Here u(t,z) > 0 for t > 0 and z € R% F = F(t,z) is a generalized Gaussian noise whose
covariance will be specified later.

The main result of this paper is that for a special choice of covariance structure of the
noise F' the equation (1.1) has solutions that are measures on R?, and that these measures are
singular. Linear equations driven by rough noises may easily have distribution valued solutions.
For non-linear equations, or linear equations with multiplicative noise terms as in (1.1), solutions
that are distribution valued, but not function valued, are rare since they potentially involve non-
linear functions, or products, of distributions. Indeed the only two cases we know of are the
following: the Dawson-Watanabe branching diffusions, which can be thought of as solutions to
the heat equation with a multiplicative noise \/HW for a space-time white noise W (see Dawson
[Daw93] and comments below); equations modeling stochastic quantization, related to certain
quantum fields, which involve a Wick product is used (see [Albeverio+Rockner89]). We are
describing equations with solutions that are distributions on R¢. Our comments do not include
the literature on equations with solutions that are distributions on Wiener space (see [HOUZ96],
[NZ89] and [NR97] which treats the parabolic Anderson model with space-time white noise in
high dimensions.). It was surprising to us to find that a noise F' in (1.1) might have a sufficiently
singular spatial correlation as to force the solutions to be singular measures, but not so as to
destroy solutions all together.

The parabolic Anderson problem has various modeling interpretations (see Carmona and
Molchanov [Car94]). The key behavior of solutions, called intermittency, is that they become
concentrated in small regions, often called peaks, separated by large almost dead regions. Except
when the covariance of the noise is singular at 0, the linear form of the noise term allows the
use of the Feynman-Kac formula to study the solutions. Using this, mostly in the setting of
discrete space with a discrete Laplacian and with a time-independent noise, there have been
many successful descriptions of the solutions (see [GMKO00] and the references there to work of
Gartner, Molchanov, den Hollander, K6nig and others.) There is less work on the equation with
space-time noises but the memoir [Car94] considers the case of Gaussian noises with various
space and time covariances.

In addition the ergodic theory of such linear models has been independently studied. Dis-
crete versions of the SPDE fit into the framework of interacting particle systems, under the
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name of linear systems. The reader can consult Liggett [Lig85], Chapter IX, Section 4 where,
using the tools of duality and moments, the ergodic behavior of solutions is investigated. This
work has been continued for lattice indexed systems of stochastic ODEs (see Cox, Fleischmann
and Greven [CFG96] and also Cox, Klenke and Perkins [CKP01]). The basic picture is that in
dimensions d=1,2 and d > 3 if « is large, the dead regions get larger and larger and the solutions
become locally extinct. Conversely in d > 3, if k is small, the diffusion is sufficient to stop the
peaks growing and there are non-trivial steady states.

In this paper we study a special case where the noise is white in time and has a space
correlation that scales, namely

. . it —s)
E [B(t2)F(s,y)] g (1.2)
The presence of slowly decaying covariances is interesting; one interpretation of the equation
given in [Car94] is in the setting of temperature changes in fluid flow and the noise arises as
a model for the velocities in the fluid, where it is well known that there are slowly decaying
covariances (in both space and time). Also the equations might arise as a limit of rescaled
models where the covariance scaling law emerges naturally. Mathematically these covariances
are convenient since they imply a scaling relation for the solutions that allow us to convert large
time behavior into small scale behavior at a fixed time.

For 0 < p < 2 (in dimensions d > 2) there are function valued solutions with these scaling
covariances. The Kolmogorov criterion can be used to estimate the Holder continuity of solutions
and in Bentley [Ben99] the Holder continuity is shown to break down as p T 2. In this paper we
study just the case p = 2 and establish, in dimensions d > 3 and when & is small, the existence,
and uniqueness in law, of measure valued solutions. One can imagine that the regularity of
solutions breaks down as p T 2 but that there exists a singular, measure valued solution at p = 2
(we do not believe the equation makes sense for the case p > 2). Note that measure valued
solutions to an SPDE have been successfully studied in the case of Dawson-Watanabe branching
diffusions, which can be considered as solutions to the heat equation with the noise term /udW,
for a space-time white noise W (see Dawson [Daw93]). Unless d = 1, this equation must be
understood in terms of a martingale problem.

The special covariance |z — y|~2 has two singular features: the blow-up near x = y which
causes the local clustering, so that the solutions become singular measures; and the fat tails
at infinity which affects large time behavior (for instance we shall prove local extinction in all
dimensions). The scaling is convenient in that it allows intuition about large time behavior to
be transfered to results on local singularity, and vice-versa. In particular the singularity of the
measures can be thought of as a description of the intermittency at large times.

1.2 Definitions

Our first task is to give a rigorous meaning to measure valued solutions of (1.1). We shall define
solutions in terms of a martingale problem. We do not investigate the possibility of a strong
solution for the equation. We do, however, construct solutions as a Wiener chaos expansion with

100



respect to our noise. These solutions are adapted to the same filtration as the noise, and for some
purposes provide a replacement for strong solutions. One advantage of working with martingale
problem is that passing to the limit in approximations can be easier with this formulation.

We now fix a suitable state space for our solutions. Throughout the paper we consider only
dimensions d > 3. The parameter x will also be fixed to lie in the range

d
0<r <5 (1.3)

The restrictions on d and k are due to our requirement that solutions have finite second moments.
We do not explore the possibility of solutions without second moments.

Let M denote the non-negative Radon measures on R¢, C.. the space of continuous functions
on R¢ with compact support, and C¥ the space of functions in C. with k continuous derivatives.
We write u(f) for the integral [ f(z)u(dz), where u € M and f is integrable. Unless otherwise
indicated, the integral is over the full space R%. We consider M with the vague topology, that
is, the topology generated by the maps p — pu(f) for f € C..

The class of allowable initial conditions is described in terms of the singularity of the
measures. Define

Il = [ [ (@t fo = 517 n(do)n(dy)

and let HE = {u € M : ||u(dx) exp(—alz|)||o < oco}. Note the spaces HE are decreasing in «
and increasing in a. Then define

Ho=Urs Har=UU M5 Hoo =U N 75

a B>« a fB<a

The sets H{ are Borel subsets of M. The formula for the second moments of solutions also
leads, for each d and k, to a distinguished choice of a. Throughout the paper we make the

choice
d-2 (d—2)2 2
o= 5 —5 K

The restriction (1.3) ensures «a € (0, (d — 2)/2). We shall require the initial conditions to lie in
Ha+, again to guarantee the existence of second moments.

1/2

Suppose (2, F,{F:}, P) is a filtered probability space. We call an adapted continuous M
valued process {us(dx) : t > 0} a (martingale problem) solution to (1.1) if it satisfies

1) P(UO < Ha+) = 1,
ii.) {ui(dz)} satisfies the first and second moment bounds (1.6), (1.7) given below, and

iii.) {us(dz)} satisfies the following martingale problem: for all f € C?2

Al = wlf) ~w(h) - [ Ju(apds (14)
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is a continuous local Fi-martingale with finite quadratic variation given by

@g»:ﬁﬂ//%@ﬁhmwgmm (1.5)

If in addition P(ug = pu) = 1, we say that the solution {u;(dx)} has initial condition .

Let Gy(z) = (2nt)~ %2 exp(—|z|?/2t) for z € R% and t > 0. The moment conditions we
require are that for all measurable f : R? — [0, 00),

Elu(Pw] = [ [ Gilw—a') 1" uo(da), (1.6)

and there exists C, depending only on the dimension d and &, so that

B [( [ s

< € [ Gl =Gl = NI (1 e ) il dy

The construction of solutions in Section 3 shows that our bound (1.7) on second moments is
quite natural. We believe that the moment bounds (1.6) and (1.7) are implied by the martingale
problem (1.4) and (1.5), although we do not show this. Since establishing second moment bounds
is a normal first step to finding a solution to the martingale problem, we include these bounds
as part of the definition of a solution.

We finish this subsection with some simple consequences of the second moment bound (1.7).

Lemma 1 Suppose {ui(dx)} is a solution to (1.1) with initial condition p. Choose a so that
we HL.

i) For any f € C. and t > 0, we have

E [/Ot// Jmus(d:p)us(dy)ds] < 00

and hence the process zi(f) defined in (1.4) is a true martingale.

ii) Forany0<p<d—a andt >0

E [// 1+ |z —y|™") e‘“'x_amut(d:c)ut(dy)} < o0

and hence uy € Hg_q)— almost surely.

Proof. For part i) it is sufficient to check that E[(z(f))¢] < oo to ensure that z;(f) is a true
martingale. Using the second moment bounds (1.7) we have

E {/Ot // Wus(dx)us(dy)ds] (1.8)
) (1,

2" — |2 v —yl¥z -y

t
< o[ [ Gle—aGly—y) ) n(doldy)da’dy/ s
0 R
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We now estimate the dz’dy’ integral in the above expression by using the simple bound, for
0<r<d,

[ [ Gila—aGuty =)l — |’ dy' < ) (ja =yl AT, (1.9)

The above estimate follows from the scaling properties of the normal density. For f of compact
support and any a > 0, we have the bound

/Gs(x — 2V f(z)da' < C(a, f,t)e W for all s < t, z € R% (1.10)

Then, applying Holder’s inequality with 1 < p < d/2 and p~! + ¢! = 1, we have, for all s <,

[ [ e a1ty 2Dy

|2 —y'|?

1 , ll/p
< <//G x—2")Gs(y — y)| /|2pda:dy>

(/ / Gl )Gty ) ) S )

Cla, f,)e™ =7 (jo — y 72 A 571
C(a, f, t)eiamia'yl |z — y‘ia/@ s~ (2-a)1/2
t

Cla, ft)e =W (14— y| =) 5~ (7052,

VAR VAN VAN

A similar calculation, using 2 + a < d, gives the bound

//Gs(x—x’)Gs(y—y')Md ,d < C(a f t) 2+a)/2

‘:L" _ y/’2+a
Now we substitute these bounds into (1.8) to obtain
f(=)f(y) }
E ———=us(dx)us(dy)d
[ [ s aas
t
< Clafot) [ 5@ [ [ (1w =yl el budayutdy)ds.
0
which is finite since ||u(dz) exp(—alz|)|o < 00.

For part ii), we use the second moment bound (1.7) to see that

E [// (1+ ]z =97 ea'xay'ut(dx)ut(dy)} (1.11)
< Cf Gila=aGily—y) (L+ o/ =y | 7)ol o]
R4
ta
1+ > dx)p(dy)da'dy'.
(14 e ) Hdotas)

Using the bound [ Gi(z — ) exp(—al2'|)dx’ < C(t, a)exp(—alz|) and (1.9), we estimate the
dz'dy’ integral in the same way as above. We illustrate this only on the most singular term. For
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p,g>1withpt4+¢ ' =1,
[ [ @a— )Gty — et o e agtay
’ / 1/p
< (//Gt(l" — )Gy — o e~ Pl —aply |d:v’dy’>
1/q
([ [ Gta =Gty =y le! -y iy )

< Clapopq)e T (Jo — y|~0F) p g (ohe)2) (1.12)
S C(t7 a7 p7p7 q)e_alx‘_a‘yl'

provided that g(p + «) < d. Such a ¢ > 1 can be found whenever p + a < d. Substituting this
estimate into (1.11) gives the result. 1

1.3 Main Results

We start with a result on existence and uniqueness.

Theorem 1 For any p € Hqoy there exists a solution to (1.1) started at . Solutions starting
at i € Hoyt are unique in law. If we denote this law by Q,, then the set {Q, : 1 € Hat} forms
a Markov family of laws.

The existence part of Theorem 1 is proved in Section 3, and the uniqueness in Section 4. The
next theorem, which is proved in Section 5, shows death from finite initial conditions and local
extinction from certain infinite initial conditions. Write B(z,r) for the open ball or radius r
centered at . We say that a random measure ug has bounded local intensity if Efug(B(z,1))]
is a bounded function of z.

Theorem 2 Suppose {u(dzx)} is a solution to (1.1).

i) Death from finite initial conditions. If P(ug € H%) = 1 then u(R?) — 0 almost surely
as t — oo.

ii) Local extinction from infinite initial conditions. If ug has bounded local intensity and
A CRY is a bounded set then uy(A) — 0 in probability as t — co.

Finally, we state our main results describing the nature of the measures u;(dz). These are
proved in Section 6.

Theorem 3 Suppose that {ui(dzx)} is a solution to (1.1) satisfying P(up # 0) = 1. Fizt > 0.
Then the following properties hold with probability one.
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i) Dimension of support. If a Borel set A supports the measure ui(dz) then the Hausdorff
dimension of A is at least d — «.

ii) Density of support. The closed support of ui(dx) is RY.

iii) Singularity of solutions. The absolutely continuous part of ui(dx) is zero.

Remarks

1. Although Theorem 3 gives an almost sure result for fixed ¢, it leaves open the possibility
that there are random times at which the properties fail. In Section 6 we shall show that
P(u; € Hqq forall t >0) = 1. This implies that the weaker lower bound d — 2 — « on the
dimension of supporting sets is valid for all times.

2. The reader might compare the behavior described in Theorem 3 with that of the Dawson-
Watanabe branching diffusion in R?, for d > 2. This is a singular measure valued process whose
support is two dimensional, and, if started with a finite measure of compact support, has compact
support for all time.

3. Many of the results go through for the boundary case k = (d — 2)/2 and for initial
conditions in H,, although we have not stated results in these cases. The chaos expansion in
Section 3 holds in both these boundary cases and the second moments are finite. Although our
proof that the chaos expansion satisfies (1.5) uses k < (d —2)/2 and p € Hq+ we do not believe
these restrictions are needed for this. However our proof of uniqueness for solutions in Section
4 does seem to require the strict inequalities. This leaves open the possibility that there are
solutions with a different law to that constructed via the chaos expansion. Theorems 2 and
3 will hold in the boundary cases for the solutions constructed via chaos expansion solutions.
Parts of Theorems 2 and 3 also hold for all solutions, for example Propositions 2 and 3 use only
the martingale problem in their proof and hold for any solution in the boundary cases.

1.4 Tools

We briefly introduce the main tools that we use. The first tool, scaling for the equation, is
summarized in the following lemma.
Lemma 2 Suppose that {ui(dz)} is a solution to (1.1). Let a,b,c > 0 and define
vi(A) = auys(cA)  for Borel A C R?
where cA = {cx : x € A}. Then {v¢(dx)} is a solution to the equation

dvy b b2
E = TC2AU + I{TUFb,C(tax)

where Fy.(t,x) is a Gaussian noise identical in law to F(t,z).
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The equation for {vi(dz)} is interpreted via a martingale problem, as in (1.1). The easy proof
of this lemma is omitted.

The next tool is our equation for the second moments. The linear noise term implies that
the solutions have closed moment equations. By this we mean that the moment densities
Hy(z1,x9,...,2p)dxy ... dey = E [u(dey)ug(des) . .. u(dey,)]

satisfy an autonomous PDE. Formally assuming the solution has a smooth density u¢(z), ap-
plying Ito’s formula to the product ui(z1)...us(z,) and taking expectations suggests that H;

satisfies SH . .
O AH e RH Y
L 1<ici<n 1T = @]

Then the Feynman-Kac representation for this linear equation suggests that

2

Hy(21, . 2n) = Egyay |20(X}) - - uo(X7) exp / ————ds
0 j<cici<n | XE— X312

where E,, . ., denotes expectation with respect to n independent d-dimensional Brownian
motions X}, ..., X}*. This formula makes sense when ug has a density. But more generally, we

can expect the following. For solutions {u:(dz)} to (1.1), started at u, and when f; € C. for
i=1,...k

Emww] (1.13)
i=1

= /2 dEé:gclf,'.'.’.’gcz ex / 3 k) ————ds HGt — ;) fi(yi ) pu(dx;)dy;

R 1<j<k<n ‘X J ‘ i=1
where Eéifly’; is expectation with respect to n independent d-dimensional Brownian bridges
(Xt(l), . ,X(n)) started at (x;) at time zero and ending at (y;) at time ¢. In Section 2 we
investigate the values of x for which this expectation is finite.

The next tool is the expansion of the solution in terms of Wiener chaos, involving multiple
integrals over the noise F(t,x). Wiener chaos expansions have been used before for linear
equations; for example see Dawson and Salehi [Daw80], Nualart and Zakai [NZ89], or Nualart
and Rozovskii [NR97]. The idea is to start with the Green’s function representation, assuming
(falsely) that a function valued solution exists:

ut(y) = Geu(y) + ﬂ/t/Gt_s(y — 2)us(2)F(dz,ds). (1.14)

The first term on the right hand side of this representation uses the notation Gyu(y) = [ Gi(y —

z)u(dz). The second term again involves the the non-existent density us(z). However, we can
use the formula for u;(y) given in (1.14) to substitute for the term us(z) which appears on the
right hand side. The reader can check that if we keep repeating this substitution, and assume
the remainder term vanishes, we will arrive at the following formula: for a test function f € C,,

=S () (1.15)
n=0
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where

1. = [ [ 1"y 2uld)dy (1.16)

and where the I(™) are defined as follows: It(o) (y,2) = G¢(y — z) and for n > 1

Snt1l  [Sn ED) n
Is(:iq (yn+17 Z) = K" /0 /0 o /0 /Rnd Gs1 (yl - Z) H Gs¢+1—s¢ (yi—H - yi)F(dyia dsi)' (1'17)
=1

In Section 3 we shall show that the stochastic integrals in (1.17) are well defined, and the series
(1.15) converges in L? and defines a solution. The point is that the series 3", It(n) (y, z) does not
converge pointwise, but after smoothing by integrating against the initial measure and the test
function the series does converge. The restriction (1.3) on x and the choice of space H,4 for
the initial conditions is exactly what we need to ensure this L? convergence. For larger values
of k it is possible that the series converges in LP for some p < 2. It is also always possible to
consider the chaos expansion (1.15) itself as a solution, if we interpret solutions in a suitably
weak fashion, for example as a linear functionals on Wiener space. We do not investigate either
of these possibilities.

The symmetry of the functions It(n) (y,z) in y and z makes it clear that a time reversal
property should hold. This is well known for linear systems and for the parabolic Anderson
model, and is often called self duality. Suppose that {u.(z)}, {vi(z)} are two solutions of (1.1)
started from suitable absolutely continuous initial conditions ug(z)dz and vo(x)dz. We expect
that ut(vo) has the same distribution as ug(v¢). In Section 4 we shall use this equality to establish
uniqueness of solutions.

The Feynman-Kac formula is a standard tool in analogous discrete space models. In the
continuous space setting of the parabolic Anderson equation (1.1), we shall replace the noise F
by a noise F that is Gaussian, white in time and with a smooth, translation invariant covariance
['(z — y) in space. Then the Feynman-Kac representation is

u(z) = E, [uo(Xt)e_F(O)t exp (ﬁ/ot F(ds,Xt_S))}
= /Gt(m - y)uo(y)e—rm)tEgz [exp (n /OtF(ds,Xs)ﬂ : (1.18)

A proof of this representation can be found in Kunita [Kun90] Theorem 6.2.5 and we make use
of it in Section 6. Since our covariance blows up at the origin, the factor I'(0) which appears in
the exponential is infinite, and the representation can only be used for approximations.

Finally a remark on notation: we use C'(t, p, .. .) for a constant whose exact value is unimpor-
tant and may change from line to line, that may depend on the dimension d and the parameter
 (and hence also on «), but whose dependence on other parameters will be indicated. ¢ or ¢
will also denote constants which can change from line to line.
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2 A Brownian exponential moment

As indicated in the introduction, the second moments of solutions {u;(dz)} to (1.1) can be
expressed in terms of the expectation of a functional of a Brownian bridge. An upper bound
for these expectations is a key estimate in the construction of our solutions. In this section we
show the following bound.

Lemma 3 Let X, be a standard Brownian motion. For all 0 < n < (d — 2)2/8 there exists
C(n) < oo so that for all z,y,t

L ds b\
2 [e"p (”/ \XSPH <) (1 L] |yr)

a(n) _ d2;2_ l(%)Q_Qnrh

We first treat the case of Bessel processes and Bessel bridges (see Revuz and Yor [RY91] chapter
XI for the basic definitions). The reason for this is that the laws of two Bessel processes, of
two suitable different dimensions, are mutually absolutely continuous and the Radon-Nikodym
derivative involves exactly the exponential functional we wish to estimate.

where

Let C[0,t] be the space of real-valued continuous paths up to time ¢, and let {R;} be the
(d)

canonical path variables. For d € [2,00) and a,b > 0, we write E,

law of the d-dimensional Bessel process started at a, and qt(d)(a, b) for the transition density. We

write E(idb)t for expectation under the law of the d-dimensional Bessel bridge starting at a and
ending at b at time t. Suppose that Y is a non-negative random variable on the space C|[0,¢],
measurable with respect to o(R, : s < t). Lemma 4.5 of Yor [Yor80], (or Revuz and Yor [RY91],
Chapter XI, exercise 1.22), expressed in our notation, states that the following relationship

holds: if A\, u > 0 then

2t -2 2 rt -
_pTds N (RN s _L/f@_(&)”
Yexp( 5 /3 R%) (a) 1 =F, Y exp 3 )y B2 " . (2.1)

Now for 0 < 7 < (d — 2)?/8 we choose values for A, i1, Y in this identity as follows:

d—2\2 1z W2 rtds\ /RO
(T) —27]] , Y =exp n+7 /OR_E <;> 1(R; € db).

Note with these choices that a(n) = XA — u, 29+ pu? — A2 = 0, and d = 2\ + 2. Applying (2.1)

we find
tds
d
E\D {exp <77/0 R_§> 1(R; € db)}

2 =
- fren (5 [ ) ()
0 S a
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[ N2 rtds\ /R
e o ([ ) (%)
EgZu-i—?) eXp<

[ a(n)
Fit2) (%) 1(R, € db)]
a(n)ba(_ﬁ)qt@l‘”) (a,b)db

Hence (2142)
¢ I
(d) ds )} _ —a('r]) a(n) At ((I, b)
E — || = b Z e ——=. 2.2
el (1] 2 Tt <>
There is an exact formula for the Bessel transition density

D (a,b) =t~ @D/ 282 exp(—(a® + b%) /20) (/21 (ab]t)

in terms of the (modified) Bessel functions I, of index v = (d/2) — 1. The Bessel functions I, (z)
are continuous and strictly positive for z € (0, 00) and satisfy the asymptotics, for ¢j,co > 0
I(z) ~ 12’ asz |0, I(z)~cpz2e* asz 1 oo.
By f(z) ~ g(x), we mean that the ratio tends to 1. Using these asymptotics, we find that
td £\ )
E(gb)t [exp (77/ Ri)] < C(n) ( —b) for all a,b,t > 0. (2.3)
We now wish to obtain a similar estimate for a Brownian bridge. Recall the skew product
i t

representation for a d-dimensional Brownian motion X;, started from x # 0. There is a Brownian
motion W (t) on the sphere S9!  started at x/|x| and independent of X, so that

t
X /| Xe| =W (/ ]Xs\zds) :
0

We may find a constant C so that P,(W(t) € df) < Cdf for all x € S4~! and ¢t > 1. We now
y # 0 in time ¢

consider the exponential moment for a d-dimensional Brownian bridge running from z # 0 to
t ds t ds t ds
EV! [ex ( / ﬂ < e+ BV {ex < / > 1 < —_ > lﬂ . 2.4
;r,O p 77 0 |Xs|2 = a:,O p 7] 0 |Xs|2 0 |Xs|2 - ( )

Now we estimate the second term on the right hand side of (2.4)

t ds t ds
2o (0 ) ) 1 (f e =)
1’,0 eXp 77 0 ‘Xs|2 0

rX|2—
L [ ( ) ( S1X ed)]
= 5. Ltz X -
Gi(z —y) P Jy !XP 0 |X12 =
Cly|t— [ (
= ———F,|e
Gt(:r—y) P

([ sz v edulw ([ 25 ) e dw/in) )]
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el (o ) () )
W B lex 22 )1 >1,|X,| €d
Gt($—y) p\n 0 |Xs|2 0 |Xs’2 | t‘ |y|

Cly~4a (!, [y]) (@) { ( / ds )}
< T 10 .
- Gi(x —y) Elr\,ly\,t xXp "N AR

Using the explicit representation for the Bessel density given above we find that

_ d
=g\ (|, |y])

Gi(r —y)

Combining this with (2.4) and our estimate (2.3) for the Bessel bridge, we obtain the desired
bound for (z,y,t) in any region where {|z||y|/t < R}.

|y

<R.

< C(R), whenever |x|t|y|

We felt there should be a short way to treat the remaining case where {|z||y|/t > R}, but
we seem to need a more complicated argument. Our only aim is to show that in this region, the
exponential moment is bounded by a constant. Define

t ds t ds
Fr(x,y,t = ELY {ex < /—/\Kﬂ < ELY {ex < / —)] =: F(x,y,1).
K(7,y,t) 0z |27 | T2 < B o 1 ) Tx (z,y,1)

Brownian scaling implies that F(z,y,t) = F(c'/?z, /2y, ct) for any ¢ > 0. So we may scale
time away, and it is enough to control F(z,y,1). We have proved above, for any R,

a(n)
F(z,y,1) < C(R,n) (1 + m> whenever |z||y| < R. (2.5)

We claim that it is enough to consider the case where |x| = |y|. Suppose that |z|ly| > 1 and
|z| > |y|. Define stopping times

o1 =nf{t: |X;| < |y}, o2 =inf{t: | Xyl <1—t},

and let 0 = o1 A 02. Note that for ¢ < o7 we have 1/|X;| < 1/|y|, and for t < oo we have
1/1X¢| < |y|/(1 —t). So we can bound the integral in F'(z,y,1) by

/1dt</"dt+1dt
o |Xel2 T Jo [Xe2 0 Jo | Xu?
o |y|? 1 L dt

< AN —= | dt +
/0 <(1—75)2 |y|2> o | Xi|?

A=y |y)? 1 1 I
dt+/ —dt—i—/ —
/o (1—1)2 (1-ly2)4 [yI? o | Xtl?

< 2+ ot
B o | Xi*

Conditioned on the values of ¢ and X, the path between ¢ € [0,1] is a new Brownian bridge.
Hence

F(z,y,1) < ®'E (F(Xp,y,1— 0) = E [F ((1 _X;;)l/g, a _im/z’lﬂ -
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By definition, |X,,||y|/(1—02) = 1, so that F(X,,/(1—02)"/2,y/(1—01)"/?,1) can be bounded
by a constant using (2.5). Also, on the set {o1 < o2}, we know that | X, ||y|/(1 —o1) > 1 and
| X5, | = ly|. So if we can bound the F(z,y, 1) on the diagonal where {|z| = |y|, |z||y| > 1}, then
we can bound F(Xg, /(1 —o01)/2,y/(1 —01)/2,1), and in consequence also bound F(z,y,1).

We now give a brief sketch to motivate the final argument. Consider the “worst case” of a

bridge from x = Nej to y = —Nej over time one. Run both ends of the bridge until they first
hit the ball of radius N/2. When N is large, the bridge will enter the ball near /2 and exit
near y/2. Also, it will spend close to time 1/2 inside the ball. We may therefore approximately
bound the exponential as

([ i) = o2y [ L
ex ——=as ex €ex —=as | .
v | X2 = o P 3/4 | Xs|?

Using the scaling of F(x,y,t), we see that F(Nej, —Ney, 1) is approximately bounded by
exp(AN"2)F(Ne1/2,—Ne1/2,1/2) = exp(AN "2 F(Ney /22, —Ney /212, 1).

By iterating this argument, we can bound F'(Nej, —Ney, 1) for large values N, by F(Nej, —Ney, 1)
for small values of N. Then, using (2.5), we get a bound for the small values of N as well.

We now give the basic iterative construction. Suppose that |z| = |y| = R > 1, and consider
the Brownian bridge {X;} from z to y in time 1. Define random times

o=inf{t:|Xy| < R/2}, T =sup{t:|Xs <R/2}

on the set {inf; | X;| < R/2} = {o < 7}. On the set {|X;| > R/2, Vt € [0, 1]}, we have the bound
fol | Xs|72ds < 4R™2. On {0 < 7}, we have the bound

Lo dt T dt
—gm—?/ —
/0 | X |? o | Xil?

Conditioned on o, T, X, X, the path {X; : t € [0,7]|} is a new Brownian bridge. So we may
estimate

F(x,y,1) < exp(4nR™2) (P({|X;| > R/2, Vt € [0,1]}) + E(F(X¢, X7, 7 —0)1(0 < 7))). (2.6)

The same bound holds with F' replaced by Fk.

We will repeat this construction with a new Brownian bridge running from X, /(7 — o)/?
to X;/(r — 0)'/2. The following lemma shows that when R is large we have usually made an
improvement, in that this bridge is closer to the origin.

Lemma 4 There exists v < 1 and c3 < 00, cq4 > 0 so that, when |z| = |y| = R,

P(O‘<7’, X, - X <0,

Xo/(r = 0)?| = la]) < esexp(~eaR), (27)
and there exist cs < 00, cg > 0 so that, if in addition x -y > 0,

P (irtlf | X¢| < R/2> < csexp(—cgR), (2.8)
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Proof. We scale the Brownian bridge by defining XtR = X;/R. The starting and ending
positions T = f(éz,g] = X now satisfy |#| = |§| = 1, and the process X/t is stopped upon
hitting the ball of radius 1/2. However, the process XtR has smaller variance. Indeed, we have
the equality in law:

XEE(1—t)i@+tj+ (B —tB1)/R.

As R — oo, the process converges to the straight line X; = (1—t)Z+ty. For this limiting process,
the basic construction is deterministic. If -7 > 0, then the straight line never gets closer to the
origin than 271/2. For large R, a large deviations estimate shows that deviations away from the
straight line are exponentially unlikely, and (2.8) follows. To obtain (2.7), one again considers
the straight line X, and maximizes X, /(1T — 0)1/ 2 over those starting and ending points Z,y
for which X, - X; < 0. The maximum occurs, for example, when X, /(1 — )'/? = (1/2)e;
and X, /(r —0)Y/? = (1/2)ey. A little trigonometry shows that either X, - X, < 0 or else

X, /(r —0)Y/2 < 4 for some 7 € (0,1). By taking v € (3,1), a large deviations argument yields
(2.7). 1

Applying (2.8) to the bound (2.6) we find, when |z| = |y| = R and = -y > 0,

Fr(x,y,1) < exp(4nR™?) (1 +ese ol sup  Fg(x,y, 1)) . (2.9)
|z[=[y|>R/2

Now we wish to iterate the basic construction to define a Markov chain (z(n), y(n))n=o1,..
2
on (Rd U {A}) . Throughout, |z(n)| = |y(n)| or z(n) = y(n) = A will hold. A is cemetery state

from which there is no return. It will be convenient to set F'(A, A, 1) = Fg(A, A1) = 1. We set
x(0) = z and y(0) = y. Suppose z(n) and y(n) have been defined and are not equal to A. Then

we repeat the basic construction described above, but started at the radius R = |z(n)| = |y(n)|.
We define
t(n+1)=Xq/(t— )2, yin+1) =X, /(r —0)/? on {0 <7},
zn+1)=ynh+1)=A on {|X:| > R/2, ¥t € [0,1]}.

We will shortly choose a constant Ry € [1, R]. Define stopping times for (z(n),y(n)) as
follows.

N; = inf{n:z(n) =y(n) = A},

Ny = inf{n:|z(n)| < Ro},

N3 = inf{n:z(n)-y(n) > 0},

Ny = inf{n:|z(n)| > vy|lz(n —1)|}
Let N = N1y A N3y A N3 A Ny. Technically, we should define |A| to make these times well defined.
But we adopt the convention that if N > k and N1 = k then No = N3 = Ny = co. Note that N

is a bounded stopping time, since if N, has not occurred then Ny < Ny, where Ra™0 < R,. We
now expand Fg(x,y,1) as in (2.6) to find

(2,9,1 Z E[1(N = n)exp (4n(|w(0)| 2 + ... + o(n — D] )) Fi(w(n),y(n), 1)) .
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On {N = n}, we know that Ry < |z(n — 1)| < v|z(n — 2)| < +?|z(n — 3)| < .... Hence, on this
set,

exp <4n(|x(0)|_2 + .ot |z(n - 1)|_2)) < exp (ﬁ) :

We choose Ry large enough that this exponential is bounded by 2. This leads to the simpler

bound
FK(x,y,l) < 2E [FK(:C(N),y(N),D] (2'10)

We now find various estimates for E [Fx(x(N),y(N),1)], depending on the value of N. When
N = Nj we have, by definition,

LN = Ny P (2(N), y(N), 1) = 1. (2.11)
When N = Ny we have |z(n)| € [Ro/2, Ry, and so we can bound

[z=ly|€[Ro/2,Ro]

When N = N3 > Ny we have |x(N)| = |y(N)| > Ry, and z(N) - y(N) > 0. Thus, we may use
(2.9) to bound Fi(z(N),y(N),1). By choosing Ry large enough, this gives the bound

1
16 |o|=|y|>Ro /2

Finally, when N = N, < Ny A N3 we simply bound

E[l(N:N4 < NQ/\Ng)FK(IL'(N),y(N),l)] < P(N:N4 <N2\/N3) sup FK(x,y,l).
|z|=|y|>Ro/2

We now claim that

lim sup P(N=Ny<NyAN3)=0. (2.14)
o0 jal=lyl>R

Indeed, we may apply Lemma 4 to see that
P(N = Ny =k +1< Na A Ng|(@(3), (i) § = 0 1,..... k) < g exp(—cala (k) )L(N > k).

Therefore,

> P(N =Ny=k< Ny ANs)
k=1

< Z E e exp(—ca|z(k —1))1(N > k —1)]
o N-1
E|c3 ) exp(—cala(k)|)

k=0

(e.)

c3 Z exp(—c4Roy™F)
k=0

— 0 as Ry — oo.

IN

IN
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Using the claim (2.14), we may choose Ry large enough that
1
E[l(N:N4 >N3\/N2)FK(‘T(N)73/(N)71)] <z sup FK(xvya 1) (215)
8 Jol=ly|>Ro/2

Choosing Ry large enough that all four estimates (2.11), (2.12), (2.13), (2.15) hold, we substitute
them into (2.10) to obtain

1
FK(:L‘vya]-) S 6+2 sup F(‘T7y? )+7 sup FK(IE,y,l)
|| =ly|€[Ro /2, Ro] 2 |a|=ly|>Ro/2

1
< 6+3 sup F(z,y,1)+ = sup Fg(z,y,1).
[2/=lvl€[Ro/2.Fo) 2 Jal=lyl=Ro
Taking the supremum over z,y in {|z| = |y| > Rp} of the left hand side, we obtain

sup  Fg(z,y,1) <1246 sup F(x,y,1).
|z],ly|>Ro /2 |z|=ly|€[Ro/2,Ro]

Letting K — oo gives a bound for F(x,y,1) on the set {|z| = |y| > Ry/2}. Together with (2.5),
this completes the proof of the main estimate.

Remarks

1. The moment Ec(zflb),t [exp(n I R;st)] is infinite for n > (d —2)?/8. This follows since the
formula (2.2) cannot be analytically extended, as a function of 7, into the region {z : Re(z) < r}
for any r > (d—2)2/8. This strongly suggests there are no solutions to (1.1) having finite second
moments E[(u;(f))?] when k > (d — 2)/2. Similarly, the blow-up of the Brownian exponential
moment suggests there should be no solutions to (1.1) with finite second moments for any x > 0
when the noise has covariance (1.2) with p > 2.

2. As indicated in Subsection 1.4, higher moments are controlled by the Brownian expo-
nential moments (1.13). Using Holder’s inequality we find

t’ylz"'yyn
Eo,xl,...,xn / (k) dS
1<j<k<n ‘X — X ’

1/n(n—1)

1<j<k<n

ty:yk n_]‘
< H Omjjvﬂﬁk / ’X ks)‘

The exponential moment calculated in this section shows that this is finite when n(n —1)x?/2 <
(d — 2)?/8. This should lead to the solutions to (1.1) having finite moments E[(u:(f))"] when
k< (d—2)(4n(n — 1))~1/2. We do not think this simple Holder argument leads to the correct
critical values for the existence of higher moments.

3 Existence of Solutions

In this section we give a construction of solutions to (1.1) using the chaos expansion (1.15).
However, it is hard to show from the series expansion that the resulting solution is a non-
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negative measure. For that purpose, we give a second construction as a limit of less singular
SPDEs. A comparison theorem will show that the approximating equations have solutions which
are non-negative functions implying that the limit must also be non-negative. Finally, we show
that the two constructions yield the same process and that it is a solution of (1.1).

We first construct a noise F with the desired covariance. Let g(z) = e7|z|~(@+2/2, A simple

calculation shows, for a suitable value of the constant c7, that the convolution g * g(z) = |2| 2.
Now let W be an adapted space-time white noise on R% x [0,00) on some filtered probability
space (Q,F,{F:},P). Define, for f : R* — R that is bounded, measurable and of compact
support,

F@hﬂ::Ai/U*gX@W%d@d@. (3.1)

It is straightforward to show that F'(¢, f) is well defined, is a Gaussian martingale, and that

_t//|y—42

If we write F'(t, A) when f = I, then {F(t, A) : t > 0, A C R%} is a martingale measure. Hence
(see [Wal86] Chapter 2) we can define a stochastic integral [J [ h(s,y)F(dy,ds) for suitable
predictable integrands h so that

{/()./h(s,y)F(dy,ds] /// ]y—z[Q d dzds.

Next, we show that the expansion (1.15) converges.

Lemma 5 Suppose u € Ho. Then, for f € C., the series Y oo It(n)(f, W), defined by (1.16) and
(1.17), converges in L%. Moreover

2 oo
<th i ) > B |(1.m)’]
n=0
= [ SO G ~ #)ly o) (32)

o 3 ,‘{2
Eéxyy lexp (/0 mds)] da'dy’ p(dz) p(dy).

Proof. We first check that the right hand side of (3.2) is finite. Using the fact that (X} —X?)/v/2
is a Brownian bridge from x — y to 2’ — v/, we may use Lemma 3 to obtain

¢ 52 / /
/RM JW) @) Gulx =o' )Cily — o) By [exp (/0 st‘)] pda) p(dy)dz'dy

s o) /Rw FW NG =2 )Gily — o) L+ v =yl 2" = ¢/|7%) plda)pu(dy)da’dy’.

Now, estimates similar to those in Lemma 1 show this expression is finite.

115



The multiple Wiener integrals of different orders are orthogonal, if they have finite second
moments; that is if m # n, and if

B[(190.)"] < (3.3

for k = m,n, then
E 1 (F I (f.m)] = 0

It is therefore enough to establish the second equality in (3.2), since this implies (3.3), and then
orthogonality of the terms in the series implies the first equality in (3.2). First note that, with
Snt+1 =,

E [(Itn)(f))Q] = K /Ot /Osn---/os2 /1:{2(n+1)d f(Ynt1) f (2n41)dynt1dzn41Gs, 1(y1) G, p1(21)

11 [Gsiﬂ—si(yz‘ﬂ = Yi)Goir—s; (2i41 — 2)|yi — Zz‘!_zdyidzz'dsi} . (34)
i=1

Expanding the exponential in the final term of (3.2), we have

t 2
ta K B , K dsz
onz,y [exp </0 7|X1 - X2|2ds>] = 1+ EOx E n' / /
S S .

2

s K°ds;
S [ e T
‘X,}i—XS?L_

In the final sum, if n = 1, then only the integral f(f is present. Substituting this sum into the
right hand side of (3.2), one may match, by using the finite dimensional distributions of the

Brownian bridge, the nth term with the expression E[It(n)(f)]2 in (3.4). 1

The chaos expansion defines a linear random functional on test functions (in that there is a
possible null set for each linear relation). Also this linear random functional satisfies the moment
bounds (1.6) and (1.7). The second moment bound (1.7) implies that there is a regularization
(see [Ito84] Theorem 2.3.3), ensuring there is a random distribution u; so that

=S "1 (f.p) for all f € C,, almost surely. (3.5)
i=0

To show that wu; is actually a random measure, we now construct a sequence of SPDE ap-
proximations to (1.1). We will index our approximations by numbers ¢ > 0. Recall that
h(x) = 2|2 = (g + 9)(x), where g(z) = crla]~(@D/2, Let

g (x) = (07\x\_(d+2)/2) Ae”l, and A (z) = (g(a) *g(a)) (x).

As € | 0 we have ¢ (z) T g(x) and h®)(z) 1 h(z). We can construct, as in (3.1), a mean zero
Caussian field F(¢)(t,z) with covariance

E {F(E) (t,z)F©) (s, y)} = §(t — s)h) (z —y).
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We consider the approximating SPDE

e 1 .
8gt - §AU(E) + /ﬁ]u(e)F(a)v ués) = ”(6)7 (36)

with the initial condition p(%) = Gjpu, for some § = §(¢) > 0 to be chosen later. Since the corre-
lation is continuous in x and y, standard results give existence and uniqueness of a non-negative,

(e)

continuous, function-valued solution u, ' (¢, ). Moreover we may represent the solutions in terms
of a chaos expansion

= > 1" (f,u)
n=0

where the terms It ( £, 1) are defined as in (1.16) and (1.17) except that u, F' are replaced
by 19, F(E). We now connect the approximations with the original series construction.

Lemma 6 Suppose that i € Hot. Then we may define I (f, u) and It(n’e)(f, 1)) on the same
probability space so that, for suitably chosen 6(¢) > 0, fized t > 0 and f € C,,

ul(f)(f) — uy(f) in L? ase — 0.

Hence the chaos expansion (3.5) defines a random measure u(dx), for each pn € Hoy andt > 0.

Proof. Let W (t,z) be a space-time white noise on [0,00) x R%, and construct both the noises
F and F(©) using W as in (3.1). Using the convergence of both the F' and F’ () chaos expansions
and the orthogonality of multiple Wiener integrals of different orders, we find

B (w25 - u(n)’]
= ZE[( () ("’E)(f,u(‘”)ﬂ (3.7)
2ZE[( O fm) 18 (f )]+2ZE[( 1) = 10910

IN

We show separately that both sums on the right hand side of (3.7) converge to zero as ¢ | 0.
We use the telescoping expansion, for n > 1,

D(fow) = I ()
= / / / (i 1) S1M yl) Yn+1 dyn—HH Sit1—8i yz-i—l ) (dyl,ds )]

e [ Gt v 1T [Gornr i — ) Pl
=1

- Z Jt n7m78) (f? /’L)
m=1
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where J,""™ 5)( f) is defined to equal

t So n
’fn/ / /R(nﬂ)d Gy (1) f Wna 1) dYni1 [ [ Gsppr—si Wis1 — vi)
=1

n

H (dy;, ds;) [ (dym,dsm)—F(e)(dym,dsm)}- H F©) (dy;, ds;)
i=1 i=m+1

and where a product over the empty set is defined to be 1. The isometry for the stochastic
integral gives

(5.0
= ,izn/t,,./o% /med G, 11(y1)Gosy 11(20) f (Yns1) f (Zns1) i1 dZn s

[Gsi+1—3i (yi-‘rl - yi)GSi+1—Si(Zi+1 - zi)dyidzidsi]

'ﬁ:o

=1

n

’”g 2 [(9-909) # (- 99)] @ — 200 TT 50— 20

i=m+1

Note that 0 < [(g — g) * (g — ¢)](x) < h(z), and that [(g — @) * (¢ — ¢))](2) | 0 as
€ — 0. Using the finiteness of F [(It(n)( 7/, ,u))ﬂ, the dominated convergence theorem implies

(n,m,e) 2
that E | (J, (f, 1) 1 0, and therefore

i B | (1)~ 17 (£.)) | = 0. (3:5)
The L? isometry, and the fact that h()(z) < h(z), imply that
B (100 - 109Uw)| < 28| (10¢w)°| + 28 (1.0
1| (17 ¢)]. (3.9)

IN

IN

2
Using (3.8), (3.9), the convergence of the series > >  E [(It(n)(f,,u)> ], and the dominated

convergence theorem, we deduce that the first term on the right hand side of (3.7) goes to zero
ase | 0.

We now show that for fixed € > 0, the second term on the right hand side of (3.7) converges
to zero as 6 | 0. Recall that the initial condition was (%) = Gsp for some § = §(g) > 0. But for
fixed €, the L? isometry shows, as in Lemma 5, that

S B[(1 w190
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= [ TG —2)Guly— )
B {GXP ( /0 LR (X - x2 )dS)} da'dy (p— p) (dz) (p— p) (dy).

When & > 0, the Brownian bridge expectation is a bounded continuous function of z,y,z’, v’
and the convergence to zero as § | 0 is clear. This completes the proof of the L? convergence
stated in the lemma.

The L? boundedness of uga)( f), for each f € C., implies that {uge) (x)dx} is a tight family of

random Radon measures. The L? convergence of uge) (f) implies that there is a random measure

uy satisfying (3.5) and that u,(f) — uy in distribution as € — 0. 1

It remains to show that {u;(dz)} is a solution of (1.1), and for this we must show that there
is a continuous version of the process ¢ — u; and that it satisfies the martingale problem (1.4)
and (1.5). Fix f € C2. From the definition (1.17) we have, for n > 1,

10(.2) = [ [ Gorly =) Iy ) F () ).
0

Then using a stochastic Fubini theorem (see [Wal86] Theorem 2.6), and the fact that Gt * f(y)
solves the heat equation, we have, for n > 1,

/ T Af pyds = l/t //LE’”(% 2)Af(y)u(dz)dyds
= S [eerw-niee xz)F(dy’,dr)) Af(w)u(dz)dyds
= 2/ /(/ Gs—r x Af(y s)/ 1= 1) u(dz)F(dy', dr)

= / [ G 1) - 1) / 1D, =) Py dr)

= 1O ) — / [ [ 1610yt Fiay'ar).

Rearranging the terms, we see that for each n > 1, the process

A =100~ [10GARwds = [ [ [ 110D utde Py, ds) - 3.10)

is a continuous martingale. We now define

N
un (@ thk) (z, 2" pu(da’), N (f Z t(k)
Then, for f € C2 and N > 1,

wxelf) = () + [ uwa(GARds + 2l ) (3.11)
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Lemma 5 implies that E[(un:(Af) — u(Af))?] converges monotonically to zero. Using the
domination from Lemma 1, part i), we have

2

] — 0.

Lemma 5 also implies that zy+(f) converges in L? to z(f). By Doob’s inequality,

t t
Elsup /0 uN,s(%Af)ds—/o us(%Af)ds

t<T

t<T

E [Sup lzn () — zt(f)|2] — 0.

This uniform convergence, and (3.11), show that there is a continuous version of both ¢t — z;(f)
and t — uz(f). Using this fact for a suitable countable class of C? test functions f, shows that
there is a continuous version (in the vague topology) of ¢ — w.

Now we calculate the quadratic variation z(f), which is the L' limit of (zn.(f)),. It is
enough to consider the case f > 0. Using (3.10) we have

¢

N+1N+1

e (D) = Y Yok /

R \:c - yP) 1870 (@, a ) I .o u(da Y uldy ) dy dis
k=1 =1

S

B / R2d |x _ y|2) un,s(z)uns(y)dr dy ds

/ o |x—y|2) us(dzr)us(dy)ds. (3.12)

We need to justify this final convergence. To do so, we split the difference between the second
and third lines of (3.12) into two terms

/ R2d \x—yIQ)uN (@)dz (un,s(y)dy — us(dy)) ds

- / He)iy)
R2 Ix —

We show that the first term converges to zero in L'; the argument for the second term is the
same. We use the fact that |z — y| =2 is a convolution of c7|z|~(*+2)/2 with itself to see that

f(x)f(y)

R2d |1 — y|?

(uns(z)dx — us(dx))us(dy)ds.

un,s(z)dr (un s(y)dy — us(dy))

B f(@)f(y)
= ¢ /de e =y Z|(d+2)/2uN,S(x)dx(uNys(y)dy — us(dy))dz

= or [ ualF) (una(£2) = w(£2))d

where f.(z) = f(:c)|x - z|_(d+2)/2. Hence, by the Cauchy-Schwarz inequality,

el f

3.13
o \x—y\? } (3:13)

< ¢ </ /E’ UN,s fz) dzds)1/2 (/ /E un,s(f2) _Us(fz))ﬂ dzds>1/2
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The argument from Lemma 5 shows that E [(uy s(f.))?] can be bounded, uniformly in N, by

Sa

|z —yl*|z" — /|~

B [(uxa(1)] < [ Fl) )G o= )Guly—) (1 + Jutde)utdy)dz'ay
The same bound holds for E [(us(f.))?]. It is straightforward but lengthy to estimate this term.
We show how to deal with the most singular term only. The method is to estimate the dz’dy’
integral first, using the inequalities (1.9) and (1.10). Applying Holder’s inequality in the same
way as in Lemma 1, these inequalities imply that

@) -
/ G (y Yy )‘ ’ z\(d+2)/2|y/ _ Z| (d+2) /2]33’ _ /|ad1‘ dy
C(a)e—a|x|—a|y|s—o¢/2 (,x | (@H2)/2 p —(@42) /4) (,y 2|~ (@+2)/2 /\s—<d+2>/4)

<
< OB, a)eclelmalvlgT1mar 3/ _ - dw*a)/?yy—zlf(dwfa)/?.

where we have chosen 3 € (o, a +2) and a so that u € Hf. To apply Holder’s inequality here,
splitting the three factors f(z')f(y'), |&' — z|~(@+2)/2|y — z| (d+2)/2 and |2’ — y'|*, we need the
bound a+ ((d+2)/2) < d, which is implied by our assumption that o < (d —2)/2. Substituting
this estimate into (3.13), we find

/ot/E [(quS(fZ))Q} dzds

t
< —ale|-aly| ;~14(8/2)|,. _ |-
< c@af [ e STy
o — 2 TRy — | 2 () u(dy) dds

= @) [ [ e O g ey deds
R2d
which is finite since p € Hf. This bound also gives the domination required to see that
Is J E [(uns(f:) — us(f.))?] dzds — 0 as N — oo. This finishes the justification of the con-

vergence in (3.12), identifying the quadratic variation (z.(f))¢, and completes the construction
of a solution {u;(dz)} to (1.1) started at p.

4 Self Duality and Uniqueness

In this section we establish the self duality of solutions in the following form:

Proposition 1 Suppose {u;(dx)} and {vi(dzx)} are solutions of (1.1), with deterministic initial
conditions ug(dz) = f(x)dz and vo(dr) = g(z)dz. Suppose also that supye~*lf(z) < co for
some a and that g(x) is bounded and has compact support. Then ui(g) has the same distribution

as ve(f).
Remarks
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1. The duality formula is immediately clear for the solutions constructed using the chaos
expansion in Section, 3 since the expression (1.17) for the nth order of the expansion is symmetric
under the interchange of y and z. We will show in this section that the self duality relation holds
for any solution to (1.1). We then use the self duality relation to show uniqueness in law for
solutions.

2. Even when working with the martingale problem, the self duality relation is heuristically
clear, as can be seen by applying the technique of Markov process duality (see Ethier and Kurtz
[EK86] chapter 4). Take {u;(dx)} and {v:(dx)} to be independent solutions to (1.1). Suppose
(falsely) that the solutions are function valued and have suitable behavior at infinity such that
the integrals us(vi—s) and v;_s(us) are finite and equal by integration by parts. Take a twice
differentiable h : [0,00) — R. Applying Ito’s formula formally, using the martingale problem
(1.4), leads to

d .

%h(us(vt—s)) = (1/2)h/(us(vt—s)) (us(Avt—s) - Ut—s(Aus)) + martlngale terms.

Here we have used the cancellation of the two second derivative terms involving h” after applying
Ito’s formula for ug and for v;_s. Applying integration by parts, the term (us(Avi—s) — vi—s(Auy))
vanishes, and this leaves only martingale terms. Taking expectations and integrating over
s € [0,¢] leads to

E[h(ui(9))] = E [h(ve(f))] (4.1)

which implies the self duality. To make this argument rigorous, we shall use a smoother approx-
imate duality relation.

3. The self duality relation can be extended to hold for more general initial conditions, and
to be symmetric in the requirements on the initial conditions y and v. This would be expected
by the symmetry of the chaos expansion. One needs to define certain collision integrals (u,v)
between measures in ‘H,4. For example, suppose u,v € Hq, and for simplicity suppose that
w, v are supported in the ball B(0, R). Define f.(x) = [ ¢-(x —y)v(dy), so that f. is the density
of the measure ¢ * v. Then, if {u;(dx)} is a solution started at u, we claim that the random
variables

ulfe) = [ [ oo~ yrutdrpiay, >0

form a Cauchy sequence in L? as ¢ — 0. Indeed, using the second moment formula (1.7), a short
calculation leads to

B [(ui(f2) = w(f))’]
ZEU(f.ﬂﬂ
< O R [ [(flw) = fo@)fely) = Loly)) (1 + lo — y|~)dady
= Ot Ro)6- # v — s 5012

Here we are extending the use of the norm ||ull, to signed measures. Now it is not difficult
to show that ||¢. x v — V|| — 0 as € — 0, which completes the proof of the Cauchy property.
Denote the L? limit as u;(v), and construct v¢(x) analogously. Then the duality relation holds
in this extended setting when u,v € HY ., although we make no use of it in this paper.

122



In the rest of this section we give the proof of Proposition 1, and deduce uniqueness in
law and the Markov property. The proof follows from two lemmas. The first of these is an
approximate duality relation, where we smooth the measure valued solutions.

Lemma 7 Suppose {u;(dx)} is a solution of (1.1) with initial condition p and {vi(dx)} is an
independent solution with a compactly supported initial condition v. Suppose h : [0,00) — R has
two bounded continuous derivatives and ¢ : R¢ — [0,00) is continuous with compact support.
Fiz 0 <ty < t1 and a bounded o(us(dx) : 0 < s < tg) variable Zs,. Then

{Zto <//¢ (z — y)uy, (dz)v (dy))] {Zto (//¢ (7 — y)ug, (dx)vy, - to(dy)ﬂ

_ EE {Zto /: /R4d B’ (// o(x — y)us(dx)vtl_s(dy)> d(a1 — y1)p(z2 — yo)
1 1 ) us(dm)vtl—s(dyl)us(dxz)vtl—s(dyz)ds} . (4.2)

' <|901 — 2?2 |y — el

Proof. We first establish that the expectation on the right hand side of (4.2) is finite. Using
the independence of {u;(dx)} and {v,(dz)}, the compact support of ¢ and the bound on second
moments in (1.7), a lengthy but straightforward calculation, similar to that in Lemma 1, yields

E {/R‘ld d(x1 — y1)od(z2 — y2) ( ! + ! > us(drr)v(dyr Jus(dze)vy(dyz)

1 =22 [y = gof?
< Cl v, T) (572 4= 2) forall 5,2 < T (4.3)

Furthermore, using the formula for first moments (1.6), an easy calculation shows that

E [// o(x — y)us(dac)vt(dy)} < C(p,p,v,T) forall0<s,t<T. (4.4)

We now follow the standard method of duality, as explained in Ethier and Kurtz [EK86] Section
4.4. Taking f € C?, applying Ito’s formula using the martingale problem for u:(f), and then
taking expectations, we obtain, for s > tg,

E[Zi,h(us(f))] — E[Zigh(ug, (f))]
_ /t:E[ZtO (h’(ur(f))ur(%Af) 5 / L) f@2) o )ur(dxg)ﬂdr.

21 — $2|2

Here Lemma 1 implies that the local martingale arising from Ito’s formula is a true martingale.
Now take 7/ : R?** — R to be twice continuously differentiable with compact support. Replace
the deterministic function f(z) by the random C? function, independent of {u;(dz)}, given by

= [4(z,y)vi(dy). Fubini’s theorem and the integrability in (4.3) and (4.4) imply that, for

s 2 to,
B[z ([ [ v, dz)vxdw)] B [zgn ([ [ vt gy, (@) )]
= /to {Ztoh' <//¢1 x, y)u, (dz)v(dy) > // A(z U(x, y)u,(dz)v(dy )} dr
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5 [ ([ [

. w(m’g’ciﬂzw;:? y2)ur(dm)ur(dﬂ?z)vt(dyl)vt(dW)] dr.

In a similar way, applying Ito’s formula to v;(f), we obtain the decomposition

{Zto <//7j} x,Y)us d$)vt(dy))] {Zto (//d) T, y)us(dz) (dy))]
_ / [ztohf ( [ [ vt yus(daye dy) ) ] 389, y)uswx)vr(dy)] dr
+7/0 E [Ztoh” (//zp(x,y)us(dw)vr(dy))

S s

F(s.0) = B[ Zigh ([ [ pputanyuian)]

then the last two decompositions show that s — F(s,t) and ¢t — F(s,t) are both absolutely
continuous, and gives expressions for their derivatives 01 F(s,t) and 02F(s,t). Then applying
Lemma 4.4.10 from [EK86] we obtain

B [zn ([ [ v pu@nvan)| - & [z ([ [ 16 -@n)]

= F(tl,O)_F(tQ,tl—tQ)
t1

= / N F(s,t1 —s) — 02F(s,t1 — s)ds
t

1—to

— / [Ztoh' (//w Y)us(dx) vy, —s(dy) ) // )w(:v,y)us(dx)vtl_s(dy)} ds
/R4d [Ztoh” (//d’ ) v, - s(dy)> U(z1, Y)Y (2, y2)

) us(dxl)vtl_s(dyl)us(dxg)vtl_s(dyQ)} ds. (4.5)

If we let

(!361 - 302\2 \y1 - y2]2

Now suppose that ¢ : R¢ — [0,00) is smooth and has compact support. Choose a series
of smooth, compactly support functions ¢, (x,y) satisfying 0 < ¢, T 1 as n — oo and with
Ox¥n, Oythn, OpgpWn, Oyythn converging uniformly to zero. Apply (4.5) to the function ¢ (x,y) =
Un(z,y)p(z —y). Using (A® — AW)g(x — y) = 0 we may, using the integrability in (4.3) and
(4.4), pass to the limit in (4.5) to get (4.2). Finally, we obtain the result for general continuous
¢ by taking smooth approximations. 1

Now we take ¢(x) a smooth, non-negative function on RY, supported on the unit ball
{z € R?: |z| < 1}, and satisfying [ga ¢(x)dx = 1. Define an approximate identity by ¢.(z) =
e~4¢(z/e). We may, and shall, suppose that 0 < ¢(z) < 2G.(x), and hence that ¢. < G.2. We
shall use this test function along with Lemma 7. In order to do so, we need the following lemma,
which controls the right hand side of (4.2).
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Lemma 8 Suppose {ui(dz)} and {vi(dz)} are independent solutions of (1.1), with initial con-
ditions pu,v, where v compactly supported. Then

t 1 1
E// T — To — — us(dr1)vi—s(dyr ) us(dxo)vi_s(dys)ds
[ o Jr Pe(z1 — Y1) ¢e (22 — y2) EI R T (dz1)vi—s(dyr )us(dw2)vi—s (dy2)

converges to zero as € — 0.

Proof This lemma is a straightforward but lengthy consequence of the second moment bounds
(1.7). Since it is this proof that requires the strict inequality k < (d — 2)/2 and also the
requirement that p, v € Hg for some 8 > «, we give some of the details.

The second moment bounds (1.7) show that show that the expectation in the statement of
the lemma is bounded by

t
C [ ouah = 1h6u(as = )Gl = h)Gulwa = )Gl — 1) Ginaly2 — 93)

(o o) O )
|21 — @o]|a] — 2h|e ly1 — ya|*lyy — yhl®

1 1
5 — s | #(dz1) p(de2)v(dyr )v(dy2)dr dehdy, dysds. (4.6)
‘331 | ’yl Yo

2

The idea is to first bound the dz!dzhdy]dyy integral. We can split the dzdzhdy)dy) integral
into four terms by expanding the brackets

s“ (t—s)
<1+ |T1 — 22| —x’l“) (1+ ly1 — ya|*yy — ’|"‘>'
1 2 Y1 — Y217 1Y1 — Yo

We shall only show how to treat the worst of these terms, namely

/RM b (@) — 1) e (2 — ya)Gs(w1 — 27)Gs(22 — 25)Grs(y1 — y1)Gi—s(y2 — ) (4.7)
1

— dx'y daydy dybds.
[ah —ap Ty — | T

< st — s)“ )
|21 — x|y — x5]*[yr — y2|*yh — vol®
This is the term that requires the restriction on x. The other three terms are similar but easier.

We split the domain of integration in (4.7) into two regions. First we consider z/, v}, 5, v
lying in the set A. = {|a} — 24| > &7, |y — y4| > €7}, where vy € (0,1) will be chosen later in the
proof. On this set, we may restrict ourselves to the support of ¢.. That is, we may also suppose
that |2} — yi| < e and |z, — 34| < e. We have, arguing using the mean value theorem,

1 1

) — b2 [y) — vh

2 < C(y)e™ forall e < 1/3.

Therefore, the integral (4.7), over the set A., can be bounded by

s¥(t — )

|1 — 22|®|y1 — y2l®

C(y)e!32 Giye2(21 — y1)Grye2 (22 — y2).
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We shall choose v > 0 so that 1 — 3y — 2ay > 0. It is easy to show that this bound, substituted
into (4.6) will vanish as € | 0. To estimate the integral (4.7) over the complimentary set AS, we
simply bound

1 1

|77 — 2512 [y — waf?

_ Lo,
I R AR T b

and it becomes
st — s)
|1 — 22|®|y1 — Y2|® Jac

() — y))oe (2 — ya)lah — 2~ lyh — wal ™ (I — 2hI 2 + |y} — 951 7?) dafdydy dy

st — s)”
ol [ G = ah)Gulon = #5)Gislon — h)Gosla — 1)

Gs(z1 — xll)GS(QW - xé)Gt—s(yl - yi)Gt—s(m - yé)

21— 22||y1 — y2|*
de () — y1)ge (2 — yp) (|2 — "2 4 |y — g =242 da datdy) dys.

We only show how to treat the integral with the term |z} — 5|~ (*+2%) since the term |y} —
yh|~(2+29) is entirely similar. Note that the restriction x < (d —2)/2 is present simply to ensure
that 2 + 2o < d, so the pole |z|~(3*2%) is integrable on RY. We may choose § € (2 + 2a, (2 +
a+ ) Ad). Then, using the bound ¢. < 2G.2, we can do the dy;dy, integrals to see that

N Go(z1 — 27)Gs(22 — 25)Gi—s(y1 — y1)Gr—s(y2 — ¥3)
e () — yh) e (ah — yh) |2 — b~ P2 da) datydy) dy
/ Gs(z1 — o)) Gs(22 — %)
{lzf —z5|<e}

'Gt—s+52 (yl - x/l)Gt—s—i-aQ (y2 - x/2)|$/1 - x/2|_(2+2a)dx/1dibl2

< 05(6_2_20‘)7/ Gs(x1 — 7)) Gs(20 — 24)
R2d

IN

Gigre2(y1 — 21)Gr g2 (y2 — w3) |2 — x’z!"sdw’ldx’z-
We now split into two cases: s <¢/2 and s > ¢/2. When s < t/2 we have the bound
thersQ (yl - xll)thersQ (y2 - l’é) < C(a, v, t) exp(—a|x'1| - a|$,2’)> for y1,y2 GSUPP(V)'
So, when s < ¢/2,
/de Gs(x1 — 21)Gs(x2 — 5)Grosie(y1 — 21)Grosie(y2 — x3)|x] — $/2|_6dx,1d$/2

< Claw) [ Gulor —a4)Gu(az — ab) expl—ala’| — alsbfe] — | ' dsh

< C(a,v,t)exp(—alxi| — alzsa]) <|x1 — x| 0 A 8_5/2>
< Cla,vt)exp(—alzi| — alza|)|zy — x| P O—0+2)/2)

using the tricks from Lemma 1 for this last inequality. Combining all these bounds one has,
when substituting the integral (4.7) over the region A¢ into (4.6), and considering only the time
interval [0,¢/2], the estimate

Cfa vtz [ L =y () (o) (dyn ) (o) d
a,v,t)e\’ T / / e~ dFTalr T T )V v s.
) 0 Jraa \ [z1 —22/Plyr — yo|® ulder Juldw2)v(dy Jv(dyz)
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Choosing a so that el wu(dr) € H%, the integral is finite. and so this expression vanishes as
€ | 0. The integral over [t/2,t] is treated in a similar way, using the assumption that v € Hg.
|

To deduce Proposition 1 from Lemmas 7 and 8 is easy. By a simple approximation argu-
ment it is enough to prove (4.1) for h with two bounded continuous derivatives. We apply the
approximate duality relation (4.2), using 0 = to < t; =t and Zy, = 1, to the function ¢.. Then
take ¢ — 0 and use the control on the error term in Lemma 8 to obtain the result.

We show two consequences of the duality relation and its proof.

Corollary 1 Solutions to (1.1) are unique in law and we let Q, denote the law of solutions
started at p € Ha .

Proof First suppose that {u;(dz)} and {v;(dz)} are two solutions with the same deterministic
initial condition p. Construct a third solution {w¢(dz)}, independent of {u:(dz)} and {v:(dx)}
and with initial condition wy(dz) = f(x)dx for some non-negative, continuous, compactly sup-
ported function f. Then apply the approximate duality relation (4.2), with 0 =to < t; =t and
Zy, = 1, to the pair {u;(dz)} and {w(dx)} and to the pair {vi(dz)} and {w.(dx)}, using the
function ¢.. Subtracting the two approximate duality relations we see that

B n( [ [ écta—yputdn)swiy)| - B 1 ( [ [ écta - ypustansay) |

equals the sum of two error terms, both of which converge to zero as € — 0 by Lemma 8. Hence
E[h(u:(f))] = E[h(ve(f))] for all such f and for all suitable h. Choosing h(z) = exp(—Az) we
obtain equality of the Laplace functionals of us(dx) and vi(dx) and hence equality of the one
dimensional distributions.

Now we use an induction argument to show that the finite dimensional distributions agree.
Suppose the n-dimensional distributions have been shown to agree. Choose 0 < s1 < s9... <
Sp+1 and set t; = Sp41,t0 = sp. Then apply the approximate duality relation (4.2) to the
pair {us(dz)} and {w(dz)} with Z;, = [[i-; exp(—us,(fi)) for compactly supported f; > 0.
Also apply the approximate duality relation (4.2) to the pair {vs(dx)} and {wy(dx)} with Zy, =
[Ti=, exp(—vs,(fi)). We subtract the two approximate duality relations, use the equality of the n-
dimensional distributions, and let € | 0, to obtain equality of the n+ 1-dimensional distributions.
This completes the induction. Since the processes have continuous paths, the finite dimensional
distributions determine the law.

For general initial conditions wug, we let P, be a regular conditional probability given that
ug = p. It is not difficult to check that for almost all p (with respect to the law of ug) the process
{u¢(dx)} is a solution to (1.1) started at p under P,. (The moment conditions carry over under
the regular conditional probability and these allow one to reduce to a countable family of test
functions in the martingale problem). By the argument above the law of {u;(dz)} under the
conditional probability P, is uniquely determined (for almost all x). This in turn determines
the law of {uy(dx)}. B
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Corollary 2 For any bounded Borel measurable H : C([0,00), M) — R the map p — Q,[H],
the integral of H with respect to Q),,, is measurable from H.y to R.

The set of laws {Qu : 1 € Hat} forms a Markov family, in that for any solution {u.(dx)}
to (1.1), for any bounded measurable H : C(]0,00), M) — R, and for any t >0

E [H(uit)|Ft] = Qu, [H], almost surely.

Proof. We use the methods of Theorem 4.4.2 of Ethier and Kurtz [EK86]. We were unable to
directly apply these results, but with a little adjustment the methods apply to our case. We
point out the key changes needed.

We only allow initial conditions in the strict subset H,4 of all Radon measures, and do not
yet know that the process takes values in this subset. But by restricting to the ordinary Markov
property it is enough to know that P(u;(dz) € Hay) = 1 for each fixed ¢, and this follows from
Lemma 1 part ii).

The measurability of © — Q,[H] can often be established for martingale problems by
constructing it as the inverse of a suitable Borel bijection (see [EK86] Theorem 4.4.6). We do not
use this method, as H,+ is not complete under the vague topology. However the measurability
can be established directly as follows. By a monotone class argument, it is enough to consider
H of the form H(w) = [-; hi(w,(fi)) for bounded continuous functions h;, for f; € C., for
0<t; <ty...t,,and for n > 1. But for such H we can write, using the construction of solutions
from Section 3,

e ()] e ()

=1

For each N < oo, the integrands "2, If:l)(fi,u) are, by the definition of the maps I (f, u),
continuous in p. So Q,[H] is the limit of continuous maps on Ha-.

We can now follow the method of in Theorem 4.4.2 part ¢) in Ethier and Kurtz [EK86] in
the proof of the Markov property. The only important change in the argument from Ethier and
Kurtz is that we have uniqueness in law for solutions to (1.1), and this requires the moment
bounds (1.6) and (1.7) to hold as well the martingale problem (1.4) and (1.5). The key point is
to show that, for any ¢ > 0, the process {us.(dz)} satisfies these moment bounds. For this it is
enough to show for all f: R? — [0,00) and 0 < s < ¢

Efu(f)lour(de) i 7 < 5)) = [ [ Gooso = ') f@"usld),

and there exists C', depending only on the dimension d and &, so that

([ sptan)

s ¢ /R Gis(z —2")Gis(y —y) F(&) f(Y) (1 +

o(up(de) : r < 3)1
(t—s)*

|z —y|oz —y'|™

> us(dx)us(dy)dx'dy'.
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By uniqueness in law it is enough to prove these bounds for the solutions constructed via chaos
expansions in Section 3. It is also enough to prove these bounds for f € C.. The first moment
follows from the fact that E[It(")(f, W) Fs] = S(”)(Gt_sf, 1), and the convergence of the series
(3.2). For the second moment bound we use the approximations uge) introduced in Section 3, for
which we know u(®)(f) — us(f) in L?. Fix 0 < 51 < ... < 8, <5, f1,..., fn € Cc and a bound}e)d
3

continuous function h : R" — R. Then, using the Markov property of the approximations u; ’,

E [(u(£)*h(us, (1), s, (£2))]
= lim B [(u” ()Rl (), s, ()]

el0

< ClimE URM Gis(x —2")G—s(y — ) f (&) f ()

. (t =) ©) () g
(1 + oyl = y’|0‘> uy (dx)uy’ (dy)d'dy’ h(us, (f1), ... ,usn(fn))]

= CE[[ | Gre—a)Giuly 1)1 W) (4.8
R

(t _ 3)a ) 1.1

1+ us(dz)us(dy)dz'dy” h(us, (f1),-..,us, (fn))] -

(14 oy ) s (), B (), )

The last equality follows by the convergence ul(f)( f) — w(f) for compactly supported f and
(e)

an approximation argument using the uniform second moment bounds on us’ and wus. The
inequality (4.8) implies the desired second moment bound, and this completes the proof. |1

5 Death of solutions

To study questions of extinction, we adapt a method from the particle systems literature. Liggett
and Spitzer used this technique, described in Chapter IX, Section 4 of [Lig85], to study analo-
gous questions for linear particle systems. The corresponding result for linear particle systems,
indexed on Z? and with noise that is white in space, is that death of solutions occurs in di-
mensions d = 1,2 for all x, and in dimensions d > 3 for sufficiently large x. The long range
correlations of our noise leads to different behavior, to an increased chance of death. Death
occurs for all the values of d > 3 and for all values of x that we are considering. However, our
basic estimate in the proof of Proposition 2 below leaves open the possibility that the death is
extremely slow.

We start by considering initial conditions with finite total mass. To study the evolution of

the total mass we want to use the test function f = 1 in the martingale problem. The next
lemma shows this is possible by approximating f by suitable compactly supported test functions.

Lemma 9 Suppose that {u;(dz)} is a solution to (1.1) started at u € HS. Then the total mass
{ue(1) : t > 0} is a continuous martingale with

us(dx) us(dy)
e [ ] [t
[z =yl
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Proof. We first check that the assumptions on the initial condition imply that E[us(1)?] < oc.
The bound on second moments (1.7) implies that

«

E [ut(l)Q] < C’/R4d Gi(z — 2G(y — ) (1 + y’\a) dx' dy' p(dz)p(dy)

|z = ylofa’ -

ta/2 .
= C/de (1 + Iz — y|a> p(dx)p(dy) using (1.9)

< CO+)|pl (5.1)

We may find f, € C2(R%) so that 0 < f,, T 1 and ||Afullec | 0 as n — oco. Applying Doob’s
inequality we have, for any T' > 0,

E lsup |2¢(fn) — Zt(fm)‘Q]

t<T

< CE lzr(fa) = 22 (fm)I?]

1 T
= CE \[ur(hu = fu) = bl = fu) =5 | ws(Afa = Afu)ds

|

< c (E [z = J)?] + 0 = )+ 5018 fulloo + 18 2B

(/OT us(l)d8> 2]) |

This expression is seen to converge to zero as n, m — oo by using dominated convergence and the
bound in (5.1). From this we can deduce that, along a subsequence, z;(f,) converges uniformly
on compacts to a continuous martingale. Also,

FE |sup
t<T

/ ws(Af,)ds

0

2
] < IaflZ T/ (1))ds — 0.

Since
alf)+ [ us(5 A a)ds = walf) — () — (1) — (1)

we can conclude that u;(1) is a continuous martingale. Moreover, we claim that

EE% [/ [ g 52

[/ // 1 _|f;_ y|;n W) s(da:)us(dy)dS] —0 asn— oo.

This follows by dominated convergence and the bound

V /= \ixf;spdy ds] = lim B((fa))r

= lim E [(u:r(fn) = il fn) = /Ot us(Af")dS)zl

n—oo
= Blur(1)*] - u(1)? < oo
Using (5.2), it is now straightforward to identify the quadratic variation of u(1), as in the

statement of the lemma. |
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Proposition 2 Suppose that {u:(dz)} is a solution to (1.1) started at p € Hoy NHY. Then

tlim ut(1) =0 almost surely.

Proof. The previous lemma shows that the process u:(1) is a non-negative martingale and
hence converges almost surely. We will show that

lim E w(1)'2] =0 (5.3)

which then implies that the limit of u¢(1) must be zero. First we consider the case that p is
compactly supported inside the ball B(0, K). Let Cy = B(0, R;) be the closed ball with radius

Ry = K + [es(t V1) loglog(t V 4)]'/?

where cg is a fixed constant satisfying cg > 4. We write Cf for the complement of this ball. Let
7o be the first time ¢ > 0 that u;(1) = 0. (In a later section we shall show that P(ryp = c0) =1
whenever p(1) > 0 but we do not need to assume this here.) Using Ito’s formula, and labeling
any local martingale terms by dM, we find that for ¢t < 7,

duy ()2 = dM, — ol 1/2// ut dx’gfdjp dt (5.4)
< dM, — 323? e 1/2/(Jt/(thtifUtdy dt
- o g (1= [ 4)
= e 35;%““”1/2 (1 2 s (<dl>>> "
< dMy = (1) (1 2 /f %1 1/2) dt

2
w (CF)V 2.

K
= dM; — up(1)2dt + o
t

K
32R?
The local martingale term in (5.4) is given by dM; = (1/2)us(1)~"?dus(1) and is reduced by
the stopping times 71/, = inf{t : u4(1) < 1/n}. So applying (5.4) at the time ¢t A 7y, and taking
expectations we obtain

t/\Tl/n /{2 t/\’l'l/n ,{2 c
Eluuns, ()" < u(1)/2 ~ B [ / 32R2u8<1)1/2ds] +E [ L e W%} |

Letting n — o0, using monotone convergence and the moments established in (5.1), we obtain
the same inequality with 7/, replaced by 9. Since the paths of a non-negative local martingale
must remain at zero after hitting zero we may further replace t A 79 by ¢ in the inequality.
Defining 7y = E [ut(l)l/ 2} we therefore have

boK? bR 1/2
m < no— /0 e+ /O tor [us(C9)V2] ds (5.5)
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The aim is to estimate the expectation in this inequality and to show that it implies that n; — 0.

Let
:,(S,t) = exp <—/S 32—_R%dr> .

It follows from the definition of R; that [.° %dr = oo for any s > 0 and so, for any s > 0,

lim =(s,t) = 0. (5.6)

t—o00
Applying Gronwall’s inequality to (5.5), we obtain
2

t K
= = cy1/2
e < E(0,t)no —i—/o =(s,t) IGREE [us(Cs) } ds. (5.7)

If we show that f[;° %E [us(Cg)l/Q] ds < oo, it then follows that 7y | 0 as t — oo (use

0 < E(s,t) <1, (5.6) and dominated convergence). Using the Cauchy-Schwarz inequality and
the formula for first moments, we obtain

(B[ue) )" < Eucr)

< / Gi(z — y)pu(dz)dy
ce JRd

< Cp() /R - (2mt) = exp(—r/20)r

= - exp(—s2/2)s?1ds

= OnV) J g PP

< Cp(1)exp(— (R — K)?/2t) (1+ (R — K/Vi)*™)

< Cu(1) [log(t Vv 4)] /% [loglog(t Vv 4)]4~1/2 (5.8)

Here we have used the following standard inequality: by the change of variables y = z + z we
find

[ ety < Cosp(a/2) [ e/ + 2
* 0
< C’(1+azd71)exp(—x2/2), when z > 0.

Finally we use (5.8) to derive the following:

fo'e) 2 00 (d—5)/4
5 1/2 . < [ tostos)
/0 o (GO ds < Ol ) <1+ e8| <o

This completes the proof in the case that p is compactly supported. In the general case, we
fix ¢ > 0, and split the initial condition so that p = p(M 4+ u® where (1) < ¢ and p® is
compactly supported. By uniqueness in law, we may consider any solution with initial condition
1 and we choose to construct one as follows: let u® . u@ be solutions, as constructed in Section
3, with respect to the same noise and with initial conditions ,u(l), £ and set u = v + @),
It is easy to check that u is a solution starting at w, which is a statement of the linearity of
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the equation. Using the Cauchy-Schwarz inequality and the formula for first moments (1.6), we
have

Elu] = 2[00 +u?m)"]
{u (1) 1/2} [ (2)( )1/2}

] e o
= 24 B [u? ()]

IN

IN

Thus, (5.3) follows from the compactly supported case, and the proposition is proved. I

Proof of Theorem 2. Firstly, we deal with the case of an initial condition with finite
total mass. If P(ug € HO,) =1, then

Plus(1) — 0) = /HO Qu(U(1) — 0)P(ug € dp) = 1.

Secondly, we treat the case of an initial condition that has locally bounded intensity. For such
ug we have, using the first moment formula,

Elui(¢ (//Gl (x —2) uo(dz)dx> < C/QS (5.9)

for some constant C' < co. That is, Fluj(dz)] < Cdz, where we write dz for Lebesgue measure.
Fix a bounded set A. By the linearity of the equation, the map u — Q. (U;(A) A1) is increasing
in p. Moreover, it is concave in g. Indeed, if u}'(dz) and u?(dx) are solutions started from p
and v, with respect to the same noise, then by linearity and the concavity of f(z) =z A1,

Qopt1-op (U(A) A1) = E[(0uy (A) + (1 = 0)uy (A)) A1
E0(uy (A) A1) + (1= 0)(u (A) A1)
0Qu(U(A) A1) + (1= 0)Qu(Ur(A) A1)

A%
SIS

Thus

E[utH (A) VAN 1]

/ QuUi(A) AN1)P(uq € dp)  (by the Markov property)
Hos

QE[uy (de)] (Ut(A) A1) (by Jensen’s inequality)

Qcr(de)(U(A) A1) (using (5.9))
— Q. (CU(1) A1) (by self duality)

IA N

which converges to zero by Proposition 2. This completes the proof of Theorem 2. 1

6 Support Properties

In this section we establish the various properties listed in Theorem 3.
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6.1 Dimension of Support

We can apply Frostman’s Lemma (see [F85] Corollary 6.6) to obtain a lower bound on the
Hausdorff dimension of supporting sets for solutions u:(dx). Indeed, Lemma 1 part ii) and
Frostman’s Lemma imply that any non-empty Borel supporting set for the measure u;(dx), at
a fixed ¢t > 0, must, almost surely, have dimension at least d — «. We prove in Subsection 6.2
that if u # 0, then uy # 0 almost surely. This establishes the result for fixed ¢ in Theorem 3 i).
We now show a weaker lower bound that holds at all times.

Proposition 3 Suppose that {u;(dx)} is a solution to (1.1).
i.) If P(ug € Hig—2—a)—) = 1 then P(u; € H(g_o_q)— for allt > 0) = 1. Indeed, for some a,

P (There exists a so that sup Huse_“mHﬁ < oo) =1 forallt>0and f<d—2—c.
s<t
ii.) For any initial condition we have P(u; € H(g_a_q)— for allt > 0) = 1.

Remarks

1. Since H(g—9-a)— € Hat (Which requires k < (d — 2)/2)) we also have, for any initial
condition, P(u; € Hq4 for all t > 0) = 1.

2. Using Frostman’s Lemma, part ii) of this proposition implies the following. At all times
t > 0, a Borel set A; that supports u;(dx) must have Hausdorff dimension at least d — a — 2.

3. The idea behind the proof of Proposition 3 is to show, for suitable values of p, that
the process S§p) = [ [w(dz)us(dy)/|x — y|? is a non-negative supermartingale. Applying Ito’s
formula formally, ignoring the singularity in |x — y|~”, and writing dM for any local martingale

terms, we find

a5 = dM—i—//ut(dx)ut(dy) (%Aﬂx—yrp)+;{2|x—y|—(p+2)) it

dM + (,02 —(d—-2)p+ n2> //ut(dx)ut(dy)|x — gy~ P2y

where A is the Laplacian on R??, acting on both variables z and y. The solution to the inequality
0 — (d —2)p + k? < 0 gives the condition o < p < d — 2 — . The rigorous calculation below,
namely Lemma 10 and the proof of Proposition 3, does not quite apply to the boundary value
of p=d—2—-a.

First we prove a lemma extending the martingale problem to test functions on R?¢.
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Lemma 10 Suppose that {u(dx)} is a solution to (1.1) with initial condition . Then for twice
differentiable function f : R** — R with compact support

//f x, y)u(dz)u(dy) — ///< Af(z,y) 2|f( y|) ) us(dz)us(dy)ds  (6.1)

defines a continuous local martingale.

Proof. For f of product form, that is f(x,y) = Y-¥_; ¢r(z)r(y) where ¢p, v € C?, this
claim is a consequence of the martingale problem (1.4) and (1.5) together with integration by
parts. Now we claim that we can choose f,(x,y) of product form, and with a common compact
support, so that f,, and Af,, converge uniformly to f and Af. One way to see this is consider
the one point compactification E of the open box {(x,y) : |z|,|y| < N} and to let (X¢,Y};) be
independent d-dimensional Brownian motions absorbed on hitting the boundary point of FE.
Then consider the algebra A generated by the constant functions and the product functions
o(x)(y), where ¢, are compactly supported in {x : |z| < N}. The Stone-Weierstrass theorem
shows that this algebra is dense in the space of continuous functions on F and the transition
semigroup {73} of (X¢,Y;) maps A to itself. A lemma of Watanabe (see [EK86] Proposition 3.3)
now implies that A is a core for the generator of (X¢,Y;) and this implies the above claim.

The continuity of ¢ — w¢, and the calculation in Lemma 1 part ii), imply that M;(f,)
converges to M(f) uniformly on compacts, in probability. So the limit M;(f) has continuous
paths. Also, if f,, and f are supported in the compact set A, the stopping times

s(dx)us(d
Ty = inf{t : us(A —I—///u z)u y)d >k}

lz —y|?

satisfy Ty 7 oo and reduce all the local martingales M;(f,,) to bounded martingales. We may
then pass to the limit as n — oo to see that M;(f) is a local martingale reduced by {T}}. 1

Proof of Proposition 3. For part i) we may, by conditioning on the initial condition, suppose
that uop = 1 € H(g—2-a)—- We may then choose a so that p € Hj for all  <d—2—a.

We shall approximate |z — y|~” by a sequence of compactly supported functions as follows.

Choose ¢, € C? satisfying and ¢,(z) = 1 for |z| < n and with Gns Or; Gny Oryz; P uniformly
bounded over x and n. Define, for ¢ > 0 and p € [(d — 2)/2,d — 2 — a],

fe(,y) = (14 (2 + | — y[2)#/2) e oQHEP) Pmal i 2 ()6, ().

A short calculation shows that

lA + L (e + |x —y|?) 7P/
2 |z —yl?

(p+4)/2 _
= (etlo—yP) " (P = (d=2p+r)|e —yl? + 267 — pd)e + 2|z — y|?)

(el —yP) T 2

< K2z —y| 2
< Clp)lz —y|~"*.
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The penultimate inequality follows from the restriction on the value of p and k, and the last
inequality follows by considering separately the cases ¢ < |z — y|? and ¢ > |z — y|2. A simple
calculation also shows that

A (emaC B2 —alHWR) ) | < ¢ (q)eaCHe) 2 a0 < C(q)ealel=el,

Now a lengthy calculation, using the above two bounds as key steps, shows that

1 K2
| <2A + |a:—y|2> fn,€($a y)

Note that the bound is uniform over n and e. Using the test function f,, .(z,y) in Lemma 10 we
have that

< C(a,p) (1 + |z — y|_(P+2)> e—alzl—alyl

Mt(fn,a) = //fn,s(xa y)ut(dx)ut(dy) - 5(6,t) (6'2)
is a continuous local martingale and
t
E(e, 1) < Cl(a, p) / / / (14 o —y["0HD) el (druy(dy)ds.  (6.3)
0 /Rd /R

Now we apply Doob’s inequality in the following form

Lemma 11 Suppose {A:}, {M:}, {D:} are continuous processes satisfying 0 < Ay = My + D,
and where My is a continuous local martingale with My bounded. Then for A >0

1
P (sup Ag > 2)\> < 3 (E[MO] + 3E[sup \DSH) .
s<t

s<t

Proof If {T}} reduce the local martingale M; then by Doob’s inequality for positive submartin-
gales

P(sgsllgfk |Ms| >\ < %EHMt/\TkH
< % (ElAinry ] + E[| Dinry )
< %(E[Mo]wL?EHDtATKH)
<

% (E[Mo] + 2E[sgrt>\DsH> '

Let k — oo and combine with the bound P(sups<; |Ds| > \) < Efsupg<; |Ds|]/\ to complete
the lemma. 1§

We apply this lemma to the decomposition (6.2) together with the bound (6.3) to obtain

P <sup [ [ @ 1o = g7 elel=ebluy(doyun(dy) > 2A>

s<t
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= lim P (sup//fms(m,y)ut(d:v)ut(dy) > 2)\)

e—0,n—00 s<t

< @Hu(dm’)exp(—a’ﬂ)ni

+L(§f’>E{ /O [ [ (1+1e =y eelet-abla (ayuy (ay)is| . (6.0

As in Lemma 1 part ii), and using the fact that p € Hj for all § < d—2— «, one shows that the
expectation on the right hand side of (6.4) is finite. One needs, however, the strict inequality
p < d—2— «a. This ensures that the worst pole in the above expression is |z’ — ¢/ ]*(PH*O‘),
which is still integrable. So, the bound (1.12) applies. The bound in (6.4) implies part i) of the
Proposition.

For part ii), we may suppose, by conditioning on the initial condition, that ug = pu € HY n
But then Lemma 1 part ii) implies, for fixed o > 0, that w,(dz) € Hy—2—, almost surely. The
Markov property of solutions and part i) then imply that the desired conclusion holds for ¢ > tg.
Letting ¢y | O completes this proof. 1

Corollary 3 The family {Q : p € Hg—2—a)—} is a strong Markov family.

Proof. Let {u:} be a solution defined on (2, F, F, P) and satisfying P(up € H(g—2-a)-) = 1.
Let 7 < oo be a Fy-stopping time, and let 7(n) < oo be discrete stopping times satisfying

7(n) | 7. Fix0 <t <...<tpand fi,..., fn € Ce, and set H(u) = exp(i(us, (f1)+- . -+ue, (fn)))-
Fix a set A € F,. Then the ordinary Markov property implies that

B |H s+ 1(N)] = B |Qu,(,, [HIL(A)] (6.5)

If we can pass to the limit as n — oo to replace 7(n) by 7, then this identity will imply the
result. By the continuity of paths the left hand side of (6.5) converges as desired. We claim that

if 1, — p vaguely and sup,, ||, (dz)e=®!||, < 0o then Q,, [H] — Q.[H].

Assuming this claim, Proposition 3 part i) allows us to pass to the limit on the right hand side of
(6.5). To prove the claim we let u;(dx) be the solution starting at p constructed using the chaos
expansion and uy; the approximation using only the first N terms of the expansion. Then

QuH] = E exp(iZutj<fj>>]
j=1

= FE |exp(i Z un.t; (f5))

=1

+ Error(N, p)

where

. 1/2
|Error(N, p)| < (ZE { ug; (f7) “N7tj(fj))2}) .

Jj=1
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The function F [exp(i i uNJj(fj))} is continuous in p and Error(N, u) — 0 as N — co. So
the claim follows if we can show sup,, |Error(N, )| — 0 as N — oo. Using the isometry as in
Lemma 5 we see that

B () = une 7] = [ [ Hae yutdaay)

where

N(z,Y) //f Y)Gi(x — 2" )Gi(y — y)Eéi

k
X1 ( t k2ds )
S oo R ) | dldy
1 212
e B \Jo X5 — XZ]

Hy(z,y) < Cla, t)e =M1 4 |z —y[7).

Note that Hy(x,y) is nonincreasing but not continuous. The assumptions of the claim allow us,
by an approximation argument, to ignore the singularity in the function Hy(z,y) and replace
it by a nonincreasing, continuous function H ~N(z,y) of compact support. But then the vague
convergence i, — g implies that sup,, [ [ Hy (2, y)un(dz)p.(dy) | 0 as N — oo (for example
by the argument used to prove Dini’s lemma). This completes the proof of the claim. B

is bounded by

6.2 Density of Support

In this subsection we give the proof of Theorem 3 ii). We start with an outline of the method.
Assume that ug(B(a,r)) > 0 and fix T > 0. We wish to show that with probability one,
ur(B(b,r)) > 0. We consider various tubes in [0,7T] x R? which connect {0} x B(a,r) with
{T} x B(b,r). (By a tube we mean that for any time t the cross section of the tube with
the slice {t} x R? is a ball of radius .) We consider a subsolution to the equation which has
Dirichlet boundary conditions on the edge of the tube. We will show that the probability that
the subsolution is non-zero at time 7' is a constant not depending on the tube. It is possible
to construct an infinite family of such tubes such that each pair has very little overlap. Then
a zero-one law will guarantee that, with probability one, at least one of the subsolutions will
be non-zero. Applying this for a countable family of open balls, we shall obtain the density of
the support. This implies that the solution never dies out completely. Note also that for the
equation (1.1) posed on a finite region, the above argument fails, as there is not enough room
to fit an infinite family of nearly disjoint tubes.

Let us give a rigorous definition of the tubes described above. For a piecewise smooth
function g : [0,7] — R? the tube centered on g is defined as

T={(t,z) € [0,T] xR : 2 € B(g(t),n) }.

If T is such a tube, let T be the boundary of T, minus the part of the boundary at t = 0 and
t = T. We aim to find a solution (uf(dz):0 <t < T) to the equation (1.1), but restricted to
the tube T, and with Dirichlet boundary conditions. That is,

% = Auf + sufF(t,z) for (z,t) € T,
ug (dzv) = v(dz), where supp(v) € B(g(0),7), (6.6)
uf(dr) = 0 for (z,t) € OT.
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As in Section 3, a chaos expansion with respect to the noise F' yields solutions to (6.6). We
do not give the proof. The only changes needed are that the stochastic integrals are restricted
to the tube and the Green’s function G¢(x — y) must be replaced by the Green’s function for
the tube GI (z — y), that is the fundamental solution for the heat equation in the tube with
Dirichlet boundary conditions. As in Section 3, the convergence of the series is guaranteed by
the finiteness of exponential Brownian bridge moments; however the moments that are needed
are of the form

" 2
ELXY ex /Eids I(sup | X} — g(s)| VX2 —g(s)| <r
s o ([ ) Tuplat = o 12 - ] <

and so are less than the corresponding moments needed to ensure the solution on the whole
space converges.

Fix the noise F, on its filtered probability space, and construct via chaos expansions
{u¢(dz)} the solution to (1.1) started at u € Hq and {ul (dz)} the solution to (6.6) started at
v = | B(g(0),r)- We may also construct approximating solutions ugT’e) (z)dz to uf (dz), by using
the smoother noise ¢ and the initial condition v(¢) = GTv, exactly as we approximated u;(dz)
by uf) (x)dx. A standard comparison argument shows that ugT’a) () < ugg) (z). Passing to the

limit as € — 0 we find that, with probability one,

ug (dr) < ug(dx) forall0 <t <T. (6.7)

We now start the proof of Theorem 3 ii). As described at the beginning of this section, it
is enough to assume that ug(B(a,r)) > 0, for some a € R% and r > 0, and to show, for fixed
b € R4, that up(B(b,r)) > 0 with probability one. For notational ease we shall take a = b = 0
and r = 1; the proof needs only small changes for other values of r, a,b. Let e; be the unit vector

(1,0,...,0). We consider a sequence of piecewise linear functions g, (t) for n € Z, given by
() = 2ntey if 0<t<T/2
Il =N on(T —t)ey if T/2<t<T

We write T, for the tube centered on g,,. The Feynman-Kac representation (1.18), adapted for

the Dirichlet boundary conditions, gives the following representation for the solution ug,,T"’a)( ),
where f > 0 is a test function supported in B(0,1).

u(TTn,a)(f) _ e—FE(O)T/

da:/ v (dy)Gr(z — y) f(z)
B(0,1) B(0,1)

T
EOT; lexp <m/ F(s)(ds,X8)> I((s,Xs) € Ty, Vs <T)
' 0

By conditioning on the position of the Brownian bridge at time 7"/2, we find

) = O [dn [vOay) [ dzgia) (6.8)
‘Grja(x —nTer — 2)Grjo(nTer + z —y) f(x) E1(y, 2) Ea(2, 7)
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where
T/2

Ei(y,z) = E(%Z’ZHLT [exp </<; ;

F<€>(ds,Xs)> I((s,Xs) € Ty, Vs < T/Q)]
and

T
EQ(Z,JI) = E[?Zsz [exp (FL F(E)(dS,XS(T/Q))> I((S,XS,(T/Q)) S Tn7 Vs < T)
’ T/2

All the randomness in the representation (6.8) is contained in the Brownian bridges expectations
Eq(x,z) and Es(z,y). By adding a suitable linear drift to the Brownian bridge we may rewrite

T/2

Eily,z) = Eg )" [exp (;-; Fe) (ds,Xs)> I((s,X,) € Ty, Vs < T/z)]

0

where F("9)(z,t) = F©)(x + nt,t) is a new noise which has the same covariance structure as
F(©) . This shows that the law of E; (y,z) is independent of n, and a similar argument applies
to Ey(z,z), which is also independent of Ei(y, z). Also, for z,z € B(0,1),

Grya(x —nTer — z)
Grya(x — 2)

= exp(—n?T — 2ne; - (x — z)) > exp(—n>T — 4|n|).

A similar lower bound holds for G7/2(nTe; + 2z — y). Using these bounds in (6.8), we see that

the variable ugﬂT"’a)( f) stochastically dominates the variable C(n, T)ugﬂTO’a)( f), where C(n,T)

is a strictly positive constant independent of €. Letting € | 0, we obtain the same stochastic
dominance for the solutions driven by the singular noise F":

uI () = O, T (),

where the inequality stands for stochastic domination. Let A,, be the event {u;"(B(0,1)) > 0}.
Then, by this stochastic domination, P(A,) > P(Ap). Also, P(Ap) > 0. This can be seen from

the fact that the first moment of ug,?)(B(O, 1)) is given, as are the first moments in (1.6), by the
heat flow in the tube. Hence, it is hence non-zero.

Finally, we apply a zero-one law to conclude the result. Consider the sequence of noises
defined by

Fo=(F(tz+ga(t)) :0<t<T,|z| <1) forn=0,1,..

Since the correlation structure of F' is unchanged by piecewise linear shifts, the noises {F}} are
identically distributed and form a stationary sequence. We claim this sequence is also strongly
mixing. For this, it is enough to show, for all £ and bounded measurable G, H, that as n — oo,

E[G(F_g,...,F)H(Fp_p,. .., Foii)] = E[G(F, ..., F) E[H(F_y,...,F)].  (6.9)

Suppose that ¢; j(z,t) are test functions supported in (0,7") x B(0,1). Suppose G and H are
bounded continuous functions of the vector

T
(/ / ¢z‘,dez‘2—k§i§k‘,jzl,...,k>.
0o JB(0,1)
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Each integral [ [ ¢;;jdF; is a Gaussian variable. Also, the covariance between [ [ ¢; ;dF; and
J | ®isn j7dFitn converges to zero as n — oo. This implies that the mixing relation (6.9) holds
for G, H of this special type. A monotone class argument then proves the mixing relation for
general G and H.

Define S, to be the o-field generated by the noises (Fy,, Fy 41, Fpto,...). The strong mixing
of the sequence implies that the sigma field S = N2, S, is trivial in that P(S) = 0 or 1 for all
S € §. The construction of the solutions by a Wiener chaos expansion shows that the solution
u(T) is measurable with respect to the sigma field generated by the noise F(t,z) for (t,z) € Tj,.
Thus, the event A, is S, measurable, and the event {4, i.0.} is S-measurable. Since P(A,)
is bounded below uniformly in 7, the event {A,, i.0.} must have probability one. Finally, since

ur(B(0,1)) > sup, ugﬂT")(B(O, 1)) by (6.7), the proof is complete.

6.3 Singularity of solutions

In this subsection we prove the singularity assertion in Theorem 3 iii). We first sketch a short
argument that suggests the solutions are singular. Fix 7> 0 and 2z € R%. For t € [0,T) we
consider the process

My(z) = / Gy — y)us(dy).

It is possible to extend the martingale problem (1.4) to test functions that depend on time
and that do not have compact support, provided that they decay faster than exponentially
at infinity. Using the test function (t,y) — Gr_¢(x — y) it follows from this extension that
{M;} is a nonnegative continuous local martingale for ¢ € [0,7). The explosion principle (see
[RW00] Corollary IV. 34.13) implies that the quadratic variation must remain bounded as ¢ T 7.
Therefore, with probability 1,

(M(2))p = /OT //ut(dy)ut(dz)GT_t(m ) Gri(z— 2y — 2|7 < . (6.10)

However, a short calculation shows that if u;(y) has a continuous, strictly positive density in
the neighborhood of (T, z) then the integral in (6.10) is infinite.

Instead of pursuing this argument, we show that the scaling relation can be used to convert
the death of solutions at large times to the singularity of solutions at a fixed time. Applying
the scaling Lemma 2, with the choices a = e™%, b = €2 and ¢ = ¢, we find that, under the
initial condition ug(dz) = Cdz (where dz is Lebesgue measure), that u;(B(0,¢)) has the same
distribution as e%u, /e2(B(0,1)). Also, as in the proof of Theorem 2 ii), the linearity of the
equation and the concavity of the function z — /2 imply that the map p — Q,[U(B(0,¢))"/?]
is increasing and concave in pu.

Take a solution {u;(dx)} with ug of locally bounded intensity. Then, for fixed ¢ > 0,

B [w(B(o,e))l/?}

~d/2
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U, 5(B(0,¢))/2
= / Qu [ yz( 85/28)) ] P(uy/9 € du)  (by the Markov property)
Har

U, /o(B(0,¢))/?
< QE(uy s (dw)) [ 2L 55/25)) ] (by Jensen’s inequality)

Uy /2(B(0,2))"/?
< Qo@)L(dr) [ a2

(since ug has bounded intensity)

= Qo) L(dr) {Ut/252(B(07 1))1/2} (by scaling)
= (C(t))1/2 (OF S |:Ut/282(1)1/2:| (by self-duality, Proposition 1)
— 0 ase |0 (by Proposition 2).

The same result holds true if B(0,¢) is replaced by B(z,¢) for any € R%. We may decompose

the measure u; = u,ﬁ“c) + ugs) into its absolutely continuous and singular parts and write uE“C) =

Ay(x)dx for a locally L' function A¢(z) > 0. Then

(ac 1/2
E / A%/ 2(x)dx = / B |lim (Lebesgue differentiation theorem)
) €d/2

u)(;w) 1/2
< i ’
< lelng l 8 d /2 ] (Fatou’s lemma)

) ug(B(x,€)/?)

< imF | —————+—2 =
= )i l gd/2 da

Thus A; = 0 with probability one.

In general we may decompose the initial condition ug € Hq+ as a countable sum of measures

(n) (n)

ug = »_, Uy Wwhere each uy ' has locally bounded intensity. Use a single noise to define chaos
(n) (n)

expansion solutions u; '(dx) with initial conditions ug . It is easy to check that 3, ugn)(d:ﬁ)

is a solutions started at ug. Then, applying the above argument to each ugn) yields the desired
result in the general case. This completes the proof of Theorem 3 iii).
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